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1 Introduction

Within generative linguistics, phonological theory has often been viewed as delineating a space of possible
grammars. Language acquisition can then be viewed as involving induction from overt linguistic data to the
target grammar in that pre-specified space (Tesar & Smolensky, 1998). From this perspective, phonologists
have taken interest in cases where learners fail to form a generalization that appears tenable given analysis of
language data, because such discrepancies between the regularities present in the input and the generalizations
actually formed may indicate something about possible and impossible generalizations (Becker et al., 2011,
2012). A prominent example comes from Becker et al. (2011)’s analysis of Turkish laryngeal alternations.
Turkish, like many languages, exhibits a pattern of voicing alternations in which some (1a) but not all (1b)
noun-stem-final stops and affricates alternate between voiceless and voiced (or ∅ in the case of [k]) based
on whether a vowel-initial suffix (e.g. the possessive in 1) is attached. The form of alternating stem-final
consonants is typically taken to be voiced underlyingly (or /k/ in the case of the [k] ∼ ∅ alternation), but to be
devoiced in final position (the vowel-initial suffix leading the stop to occur in a syllable onset). Unlike many
languages described as having final devoicing, fricatives in Turkish are not devoiced (Kopkallı, 1993).

(1) a. [sAhip] ∼ [sAhib-im] ‘owner’-POSS
[Adet] ∼ [Aded-im] ‘amount’-POSS
[gen

>
tS] ∼ [gen

>
dZ-im] ‘youth’ -POSS

[byjyk] ∼ [byjym] ‘big one’-POSS
b. [top] ∼ [top-um] ‘ball’-POSS

[hizmet] ∼ [hizmet-im] ‘employment’-POSS
[hi

>
tS] ∼ [hi

>
tS-im] ‘worthless one’-POSS

[ilk] ∼ [ilk-im] ‘first one’-POSS

Since not all stop-final stems alternate (1b), the alternation is a lexically-specific property of particular
words. Nevertheless, certain features of noun stems are predictive of whether a noun is likely to be an
alternating noun or not (as is common in voicing alternations—see for instance Ernestus & Baayen 2003).
In particular, Becker et al. (2011) found that in the large Turkish TELL corpus (Inkelas et al., 2000),
laryngeal alternations are statistically predictable by a number of features of the stem. In addition to well-
known predictive features—namely the prosodic shape (polysyllabic nouns are more likely to alternate than
monosyllabic) and place of articulation (coronal [t] is less likely to alternate than non-coronals [p, k,

>
tS])—

Becker et al. also found that whether a monosyllabic stem has a complex coda and the vowel quality (backness
and height) of the final vowel were statistically predictive. Features predictive in this way, which are usually
identified via regression analysis, have been argued to be internalized by learners of other alternations,
manifesting in their responses to nonce words (Ernestus & Baayen, 2003; Hayes & Londe, 2006).
∗ I thank Charles Yang, Jordan Kodner, and attendees at AMP 2024 for helpful comments.
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Indeed, in a Wug (Berko, 1958) test with adult Turkish speakers, Becker et al. (2011) found evidence
of a sensitivity to the prosodic features and the place of articulation of the final stop. However, they found
no evidence of a sensitivity to the relationship between vowel quality and the alternation. Becker et al. took
this, together with the observation that interactions between vowel quality and consonant laryngeal features
are rare cross-linguistically, as evidence that Universal Grammar (UG) might analytically rule out (or bias
against) certain kinds of phonological interactions, such as this one.

In this paper, I argue, from a learning-based perspective, for a possible alternative explanation. I argue that
the same result follows from two simple aspects of existing morphophonological learning proposals (Yang,
2016; Belth et al., 2021; Belth, 2023a): that learners construct generalizations that are good enough (rather
than optimal), in a sense to be made precise via the Tolerance/Sufficiency Principle (Yang, 2016), and, during
this generalization-constructing process, learners only look for new structures to put into generalizations when
the structures they already know do not yield good enough generalizations. In short, I will show that there
is independent reason for learners to consider prosodic shape features and features of the stem-final segment
before attending to the preceding vowel, and that learners can form an adequate generalization for the voicing
alternation with little-to-no reference to the vowel features. Consequently, it is unnecessary to posit that UG
analytically filters out this generalization. When implemented as a computational learning model (§ 2), the
proposal quantitatively accounts for Becker et al. (2011)’s Turkish speakers’ performance as well or better
than a model that analytically prohibits consideration of the preceding vowel quality (§ 3). I will discuss some
potential implications for howwe conceive of the relationship between phonological theory and learning (§ 4).

2 Proposal

Because of the sparsity of structures in a learner’s input, generalization is necessary for successful
language acquisition. While sparsity is a fundamental characteristic of the learning input in all languages, the
problem is perhaps particularly pernicious in a language like Turkish, which uses much agglutination. Thus,
when learning Turkish morphophonology, learners must construct morphological generalizations that allow
them to generalize from the set of words they know to the long, Zipfian tail of the language (Chan, 2008; Yang,
2016; Belth, 2023c). However, if morphological generalizations do not take into account alternations, then
alternating forms look to the learner like exceptions. For instance, the POSS suffix in (1) alternates, as do the
alternating stems (1a), potentially foiling anymorphological generalization that simply attempts to concatenate
a suffix to a stem. The suffix alternation is due to vowel harmony, which is acquired early—often by age 2—as
evidenced by overgeneralizations (Ekmekci, 1979; Altan, 2009). I have given a learning-based account of this
aspect of the acquisition of Turkish vowel harmony in Belth (2023b, 2024b). In comparison, Turkish-learning
children appear to take longer to acquire voicing alternations, with errors persisting for all stops through at
least age 8. The errors largely include producing a voiceless stop in a vowel-initial-suffix context where the
voiced counterpart would be expected (Nakipoglu et al., 2016), such as *[sAhipim] for [sAhibim] ‘owner’-
POSS. Consequently, the following proposal will proceed under the assumption that learners have acquired
the vowel harmony alternation by the time they are figuring out the voicing alternation.

This means that, for instance, when learning how the POSS is formed, nouns exhibiting the voicing
alternation (1a) will looks like exceptions to the generalization of attaching /-Hm/ (where /H/ is a high vowel
underspecified for backness and rounding) and applying vowel harmony. If the exceptions introduced by
alternation rise to the level that it is untenable to lexicalize them, then forming a generalization requires
separating the alternating (+) from non-alternation (−) nouns. To formalize this proposal, I will now present
a model, based closely on ATP, as proposed by me and my colleagues (Belth et al., 2021) in the context
of morphological inflection and extended to handle alternations (Belth, 2024a). ATP takes as input (source,
feature, target) triples. In the present case, the source of a triple is the phonological form of a Turkish noun
stem, the target is ‘+’ if the final segment alternates (in this case in the POSS form) and ‘−’ if it does not. The
features are properties of the stem, specifically aspects of prosodic shape and segmental content of the stem
that may be useful in partitioning the nouns into those that alternate and those that do not; I will describe
these features in more detail in § 2.2. ATP recursively subdivides the input triples one feature at a time (I
will describe the feature-selection process in § 2.3), motivated by the experimental observation that humans
sort items into categories by attending to one dimension of the items at a time (Smith, 1979; Nelson, 1984;
Medin et al., 1987). This recursive, binary subdivision yields what can be interpreted as a decision tree, which
partitions the input triples into mutually-exclusive sets, represented by the tree’s leaves. Recursion stops (the
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¬MonoSylMonoSyl

{t}_ ¬{t}_

+

− +

¬MonoSylMonoSyl

{t}_ ¬{t}_

[+high] [−high]

Hypothetical Scenarios 1 - 2

+ −

+

− ∗

Figure 1: Two hypothetical states of the proposed learner when learning over different inputs. The pink,
dotted scenario demonstrates that the model is capable of conditioning its predictions about whether nouns
are alternating (+) or non-alternating (−) based on the quality (e.g., height) of the preceding vowel. However,
the black, solid scenario demonstrates that if the features already available to it (e.g., monosyllabicity and the
identity of the final stop) are sufficiently predictive, the learner, following Belth (2023a, 2024b), will not move
deeper into the segmental representation of the noun to find the vowel dependency.

base case) at a particular level if, in that partition of the triples, enough either do or do not alternate to satisfy
the Tolerance/Sufficiency Principle (TSP) (Yang, 2016).1 I will introduce the TSP in § 2.1. Thus, any path
from the tree’s root to a leaf constitutes the structural condition of a rule; the rule predicts that the nouns
meeting that structural condition either do (+) or do not (−) alternate.

I have visualized the basic workings of the proposal in Figure 1. The left tree shows a hypothetical
state of the learner where the input has been recursively subdivided into three sets (tree leaves) based on the
monosyllabicity and final segment of the noun stem. This represents a learning scenario where the learner’s
generalizations make no reference to vowel quality. In contrast, the right tree requires further subdivision to
find productive rules, eventually (in pink) subdividing on features of the preceding vowel. As we will see
below, the order in which segmental features enter into the tree follows from independent considerations of
how humans attend to items in phonological representations (Belth, 2023a, 2024b).

2.1 When A Rule Does or Does Not Work: The Tolerance/Sufficiency Principle A central aspect
of the present proposal is that learners incrementally construct and refine generalizations only as needed to
sufficiently account for the input. To make this notion concrete, following Belth et al. (2021), I will use the
Tolerance/Sufficiency Principle (TSP) (Yang, 2016). The TSP evaluates a generalization/rule, 𝑅, based on the
number of items that match its structural description (that is, its scope 𝑛) and either the number of those that
follow the rule (𝑚) or the number that violate it (𝑒 = 𝑛 − 𝑚). The TSP is a proposed psychological tipping
point for how many exceptions a rule can tolerate, or how many rule-followers is sufficient, for a learner to
internalize the rule and apply it productively. The threshold it provides is shown in (2).

(2) Tolerance/Sufficiency Principle: a rule 𝑅 is productive iff

𝑒 = 𝑛 − 𝑚 ≤ 𝑛

ln 𝑛

The threshold was derived (see Yang 2016:ch.3 for a description of the derivation) by considering the
Zipfian character of linguistic data and its psychological impacts on processing. Experimental evaluation of
1 Recursion also stops if no more features are available to split on.

3



Belth A Learning Based Account of Turkish Laryngeal Alternations

the TSP provides support for it as a categorical tipping point of generalization for human learners (Schuler
et al., 2016; Koulaguina & Shi, 2019; Emond & Shi, 2021; Shi & Emond, 2023). In the last several years,
the TSP has been used in numerous corpus and computational studies of acquisition (e.g., Yang 2016; Kodner
2020; Belth et al. 2021; Björnsdóttir 2021; Pearl & Sprouse 2021; Richter 2021; Van Tuijl & Coopmans 2021;
Trips & Rainsford 2022; Belth 2023b; Henke 2023; Payne 2023). The TSP threshold evaluates a rule once
one is proposed, but it naturally lends itself to a recursive procedure of proposing, evaluating, and refining
(proposing anew) rules (Yang, 2016:ch.3). Belth et al. (2021) developed a computational implementation
of such a recursive approach, which I described above in the context of Turkish voicing alternations: the
procedure recursively subdivides the input, yielding a decision tree where the path to a leaf is the structural
description of a rule and the base case of the recursion is when the rule represented by the path passes the TSP
(2). I now turn to describing the features available to the recursive procedure in subdividing (§ 2.2) and then
how these are chosen (that is, how rules are proposed and refined), also via the TSP (§ 2.3).

2.2 Features In Becker et al. (2011)’s corpus analysis, whether a noun stem was monosyllabic or
polysyllabic influences whether it is likely to be an alternating or non-alternating noun. I will call this feature
MonoSyl. Whether the stem ends in a complex coda (i.e. a consonant cluster) was also an identified factor. I
will call this feature CMPLX. By 3 years of age, Turkish-learning children are producing both monosyllabic
and bisyllabic words without reducing bisyllabic words to monosyllabic ones (Kopkalli-Yavuz & Topbas,
2000). Likewise, by 3 years of age children are producing many final consonant clusters without reduction,
with a few taking until age 5 (Topbas, 2006). While Topbas & Kopkalli-Yavuz (1998) report that, shortly after
age 2, they found no errors for alternating words in a naturalistic corpus, in an elicitation study, Nakipoglu
et al. (2016) found extensive errors—mostly producing the voiceless counterpart of a stop where a voiced one
would be expected—through age 8;11. Based on these developmental studies, it appears that children have
decent command of the relevant aspects of the prosodic inventory (monosyllabicity and complex codas) prior
to fully acquiring the voicing alternation.

In Becker et al. (2011)’s study, the identity or place of articulation of the final stop/affricate was also
substantially predictive, along with, to a lesser degree, the quality (height and backness) of the preceding
vowel. These latter two features are segmental features of the stem. As I proposed in Belth (2023a, 2024b),
when learning a phonological alternation, learners’ attention is drawn first to the alternating segment. In
this case, that would be the final stop. Only when a sufficient generalization cannot be formed do learners
look further (Belth, 2023a) or change representations (Belth, 2024b). Consequently, the preceding vowels
will only enter into the learner’s attention if the already-available prosodic shape features and the segmental
features of the final consonant have already been considered. This is based on the hypothesis that the well-
attested and non-language-specific ability to track adjacent dependencies (Saffran et al., 1996, 1997; Aslin
et al., 1998; Saffran et al., 1999; Fiser & Aslin, 2002) underlies alternation learning. The hypothesis also has
some direct experimental support through an artificial language learning study (Belth, 2023c:ch. 6). In short,
the basic idea is that attention starts at the alternating segment and moves outward over a representation from
there. Consequently, the learner’s attention runs into segments that are closer before it runs into those that are
farther away.

2.3 Choosing the Split Feature In choosing, out of the currently-available features, one to split on, the
proposed model considers all features that occur with at least one of the nouns at the current level in the
recursion. A feature is chosen with the goal of separating alternating from non-alternating nouns, focusing
on the type (alternating vs. non-alternating) that is more frequent. If the alternating nouns are more frequent,
then the model searches for a feature that occurs with the alternating nouns but not with the non-alternating
nouns. On the flip side, if the number of non-alternating nouns is greater, the model instead searches for a
feature that occurs with the non-alternating nouns but not with the alternating nouns. Let us call the kind of
nouns that are more frequent (alternating or non-alternating) the target nouns.

The model searchers for any feature where the number of target nouns that has the feature (𝑚) out of the
total number of target nouns (𝑛) passes the TSP—that is, that being a target item implies having the feature,
at least enough to pass the TSP (3).

(3)
𝑛 − 𝑚 ≤ 𝑛

ln 𝑛
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If more than one such feature is found, the model selects the one that occurs least often with the non-target
nouns. If no such feature exists, the model instead seeks a feature where 𝑚 out of the total number of nouns
with that feature (𝑛) are target nouns—in other words that being a target item is implied by having the feature,
at least enough to pass the TSP.

3 Evaluation

3.1 Data and Setup The data for the evaluation comes from the Turkish Electronic Living Lexicon
(TELL; Inkelas et al. 2000). TELL contains about 15K nouns that have transcribed pronunciations for both
stem and possessive (POSS) forms. This was the same corpus used by Becker et al. (2011). I augmented
the TELL POSS nouns with token frequencies from a web crawl (Wenzek et al., 2020). This enabled taking
frequency-weighted samples to simulate multiple Turkish learners with variation in their vocabulary.

I simulated 24 learners, which is the number of participants in Becker et al. 2011’s Wug test. For each
simulated learner, I sampled a vocabulary size from a normal distribution 𝑛 ∼ Normal(𝜇 = 10, 000, 𝜎 =
1, 000) and then sampled 𝑛 unique nouns from TELL, weighted by frequency. After training each model I
then had it predict, for each of Becker et al. (2011)’s nonce words, whether or not it alternates. I then compared
the fraction ofmodels that predicted each nonce to alternate to the fraction of Becker et al. (2011)’s participants
who did so.

For comparison, I fit two logistic regression models to the TELL POSS nouns. These correspond to
the regression models fit by Becker et al. (2011). The first regression model included vowel features as
predictors: 𝑎𝑙𝑡𝑒𝑟 ∼ 𝑝𝑙𝑎𝑐𝑒 ∗ 𝑠𝑖𝑧𝑒 + 𝑝𝑙𝑎𝑐𝑒 ∗ 𝑏𝑎𝑐𝑘 + 𝑝𝑙𝑎𝑐𝑒 ∗ ℎ𝑖𝑔ℎ. The second included only place and
size as predictors: 𝑎𝑙𝑡𝑒𝑟 ∼ 𝑝𝑙𝑎𝑐𝑒 ∗ 𝑠𝑖𝑧𝑒. The predictor 𝑝𝑙𝑎𝑐𝑒 captures the place of articulation of the final
consonant. Following Becker et al. (2011), the predictor 𝑠𝑖𝑧𝑒 combined the monosyllabicity (MonoSyl) and
the complex coda features (CMPLX). Thus, the first model represents the hypothesis that learners have access
to vowel features just as all the other features, whereas the secondmodel represents the hypothesis that learners
have no access to the vowel features. I used each of these regression models to estimate the probability of
each nonce alternating, and compared this probability to the human alternation rates.

3.2 Results The results are shown in Table. 1. The proposed model achieves 0.83 correlation with Becker
et al. (2011)’s participant responses. This is comparable to the 0.82 correlation achieved by the logistic
regression model that, by specification, rules out the possibility of vowel quality influencing the alternation.
The regressionmodel that lacks vowel predictors correlated better than the model with vowel predictors (0.80),
which is consistent with Becker et al. (2011)’s finding that Turkish speakers did not show a statistically robust
sensitivity to the vowel dependencies. Thus, the proposed model accounts for the Turkish speakers’ behavior
at least as well as a model that analytically rules out the possibility of vowel quality influencing the laryngeal
features of a following consonant.

An example tree constructed by the proposed model is shown in Figure 2. In the tree, +/− means
+alternate/−alternate and “*” means that neither alternation nor non-alternation were productive for that
partition. The first split in the tree partitions words based onwhether the stem ends in [t, p, k,

>
tS], whichmakes

sense since only these sounds alternate in Turkish (fricatives and sonorants do not). The second split is based
on whether the noun stem is monosyllabic or not. Many of the leaves down the right branch of this second
split are “+,” which is consistent with Becker et al. (2011) corpus analysis, where polysyllabic nouns are more
likely to alternate. Also consistent with Becker et al.’s corpus analysis, a number of splits are based on the
identity (equivalently place of articulation) of the final stop and whether the stem ends in a complex coda.
Interestingly, the model does sometimes condition rules on vowel quality, but the resulting rules are of very
narrow scope (covering <1% of training nouns) and thus do not contribute substantially to prediction. Indeed,
the model’s correlation was marginally higher than the regression model that excluded vowels (0.83 vs. 0.82),
and is thus as consistent with Becker et al. (2011)’s wug test. It is possible that Becker et al.’s participants
were in fact marginally sensitive to the vowel quality, just not enough for it to show up statistically.

In short, the proposed model provides a possible learning based account for why Turkish speakers may
not be sensitive to the vowel-consonant interaction: it could be that the lack of sensitivity is a consequence of
the algorithms by which generalizations are constructed, rather than a reflection of an analytical filter in UG.
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Table 1: The proposed model’s results, compared to two regression models that constitute the hypotheses that
the vowel features cannot be used (No Vowels) in predicting the voicing alternation or that they have equal
potential to be used (Vowels). Despite not ruling out the the vowel features, the proposed model correlates
with Turkish speakers’ Wug test behavior marginally better than the No Vowels model, which analytically
rules out the possibility of vowel dependencies being used.

Model Pearson’s 𝑟 𝑝-value

Proposed Model 0.83 < 0.001
No Vowels (𝑎𝑙𝑡𝑒𝑟 ∼ 𝑝𝑙𝑎𝑐𝑒 ∗ 𝑠𝑖𝑧𝑒) 0.82 < 0.001
Vowels (𝑎𝑙𝑡𝑒𝑟 ∼ 𝑝𝑙𝑎𝑐𝑒 ∗ 𝑠𝑖𝑧𝑒 + 𝑝𝑙𝑎𝑐𝑒 ∗ 𝑏𝑎𝑐𝑘 + 𝑝𝑙𝑎𝑐𝑒 ∗ ℎ𝑖𝑔ℎ𝑖) 0.80 < 0.001

4 Discussion

In this paper, I have made a brief argument about why Turkish speakers show no robust evidence of
generalizing a dependency between the laryngeal features of stem-final stops/affricates and the quality of
the preceding vowel even though Becker et al. (2011) provide evidence that it is tenable to form such a
generalization from a corpus of the language. I have argued that it may be a reflection of a particular learner-
input scenario rather than a UG analytic bias against this sort of dependency. In particular, the result arises
from a learner that attempts to form a grammar that works well enough with the sparse input, together with
considerations about the representations over which the learner generalizes. Despite the smallness of the
argument, I believe that it both carries implications for and weaves into a bigger story about the relationship
between phonological theory and learning. In the learning proposal I have given, whether a particular grammar
contains reference to the vowel-consonant dependencies of interest is not a property of the learner. Figure 1
makes this clear: the learner is capable of forming grammars that do (right) or do not (left) make use of the
vowel quality in the rules contained in the grammar. Nor is it a property of the input, divorced from the learner:
we cannot look at a corpus and determine, without reference to a learner, what will go into a grammar. Rather,
the content and form of the grammar is a property of the learner interacting with the input.

The present proposal contrasts with Becker et al. (2011)’s suggestion that UG might provide an analytic
bias against vowel quality influencing the laryngeal features of a following consonant. In comparing these
proposals, I followed Becker et al.’s use of a regression model that excludes vowel feature predictors as
representing this UG proposal. Both my proposal and theirs do more or less the same at accounting for the
Turkish speakers’ Wug test results (0.83 vs. 0.82 correlation). Thus, these results alone do not serve to decide
between the proposals. At least, however, these results alone do indicate that it is not necessary to appeal to
a bias against this particular kind of interaction to achieve this level of correlation with human behavior.

What about further considerations? The same sort of approach as I have applied to this case study has
been applied with success to the acquisition of morphological inflection (Belth et al., 2021), morphological
marking (Payne, 2023), Dutch voicing alternations (Belth, 2024a), and the formation of phonological tiers
(Belth, 2024b), to name a few examples. These prior results might lend support for the approach’s application
to Turkish voicing alternations. On the other hand, Becker et al. (2011) marshal as further support for
their proposal the typological observation that it is rare cross-linguistically for vowel quality to influence
the laryngeal features of a following consonant. This sort of typological appeal is common in phonological
theory. It carries with it the hope that the same sorts of causes can simultaneously explain certain facts of
particular grammars (here those of the Turkish participants) and typological patterns. If a single UG bias can
account for this quirk of Turkish grammars and for the typological pattern, then, in a sense, it appears to have
greater explanatory breadth and thereby to be preferable to an account of the grammars, such as mine, that
leaves the typological pattern explanation to other causes.

In my opinion, the fact that my proposal does not simultaneously explain this quirk of Turkish grammars
and the typological generalization is no flaw. First, the preference for theories that explain properties of
particular grammars and, simultaneously, typology, is, I think, rooted in the idea that theory development
should strictly maximize coverage. Yet successful theoretical development often violates this prescriptive
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{t, p, k, t͡ ʃ}_

-

¬{t͡ʃ, t, p, k}_

MonoSyl ¬MonoSyl

-

{k}_ ¬{k}_ CMPLX ¬CMPLX

*

{p}_ ¬{p}_ {t͡ʃ}_ ¬{t͡ʃ}_

[+high]

+

¬[+high]

+

{p}_ ¬{p}_

+

{k}_

*

¬{k}_

+

[+back]

+

¬[+back]

+

{k}_ ¬{k}_

-

{t}_

+

¬{t}_

CMPLX

-

¬CMPLX

+

{p}_ ¬{p}_

-

{t}_

+

¬{t}_

Figure 2: An example of a grammar that the proposed model constructed. The first split separates the nouns
with stems that end in stops or affricates from those that do not, as only the former alternate in Turkish. The
model regularly subdivides based on the prosodic shape of the word (MonoSyl and CMPLX) and on the
identity (or, equivalently, the place of articulation) of the final stop/affricate. The model comparatively rarely
subdivides based on the height or backness of the preceding vowel, with the few cases where it does covering
less than 1% of training nouns.

demand (Feyerabend, 1975). Moreover, different kinds of questions typically demand different kinds of
explanations (Mayr, 1961): there is no reason to believe that an explanation for what generalizations are (or
are not) in a grammar can or should always simultaneously serve as an explanation for why languages pattern
the way they do. The latter sort of why question, in domains such as linguistics and evolutionary biology,
where the objects of study have inherited properties, compel historical explanations (Mayr, 1961; Gould,
1989). In fact there is good reason to think that the causes underlying what generalizations learners form
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are not, in general, the same causes underlying why languages pattern the way that they do. In experimental
settings, humans time and again learn typologically rare or unattested patterns with little trouble (Seidl &
Buckley, 2005; Baer-Henney & van de Vijver, 2012; Beguš, 2018; Belth, 2023c). And, while patterns that are
typologically rare are of course rare on their own (tautologically), linguists are nevertheless constantly turning
up such patterns, making typologically rare patterns, as a category, quite common (Bach & Harms, 1972;
Buckley, 2000; Coetzee & Pretorius, 2010; Johnsen, 2012). Each of these, when productive for speakers,
constitute evidence that humans must be able to learn them in natural language learning scenarios.

Ultimately, it is preferable for the proposal, and competing alternatives, to be evaluated on further
empirical grounds in addition to these conceptual considerations. In future work, I plan to apply the proposal
incrementally to model the acquisition trajectory of voicing alternations. If the model accounts for the
developmental patterns of Turkish voicing alternations (Topbas & Kopkalli-Yavuz, 1998; Nakipoglu et al.,
2016), this would lend further support to the proposal as an explanation for adult Turkish speakers’ behavior
in Becker et al. (2011)’s study. Furthermore, since my proposal predicts that nothing inhibits learners from
forming generalizations that capture a relation between vowel quality and the laryngeal features of a following
consonant, experimental settings could be created to test this prediction.
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