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#### Abstract

The development of computer science in the middle of the twentieth century provided a valuable tool for the study of language as a cognitive system, by allowing linguistic theories to be stated in computational terms. The resulting theories have traditionally placed emphasis on describing the space of possible human languages, and viewed this delineated space as antecedent to a theory of how such a language might be learned from linguistic data. In the domain of phonology-the study of the structure of linguistic sound-this dissertation takes steps approaching the problem from the opposite direction, by framing the problem as that of identifying the learning procedure(s) by which humans construct a language in response to linguistic exposure. The object of study is shifted from the investigation of how a learner will discover a supposed target grammar, to the investigation of the ontogenetic process by which humans develop computational, phonological systems.

The proposed algorithmic approach identifies independently-established psychological mechanisms available to a learner, and then uses these as the components of a hypothesized learning procedure. The dissertation includes an algorithmic account of how graph-based representations of words, which render long-distance dependencies as local in that graph structure and are known as phonological tiers, arise naturally from a learning algorithm sensitive to only adjacent dependencies. The dissertation also proposes an algorithmic account of when abstract representations of morphemes are needed for effective generalization to unseen words in the face of the sparsity of linguistic input, and how rules can be constructed to map between these abstract representations and their concrete realizations. Stated in explicit, computational terms, the proposed learning system is evaluated on realistic natural language data, and makes precise, testable predictions. The learner constructs accurate linguistic generalizations from naturalistic data: across languages evaluated, the learner achieves, on average, 0.96 accuracy on held-out test words, and never lower than 0.92 . These results are achieved with training data of no more than a thousand words. Moreover, the models' predictions are consistently borne out in developmental predictions and experimental settings, including a novel experiment carried out to directly test this model.

When compared to a prominent alternative learning-based model—neural networks-the proposed model achieves higher accuracy, while producing comparatively interpretable outputs, and-critically-providing an intelligible algorithm, which brings greater understanding to the mechanisms underlying phonological development.


## CHAPTER 1

## Introduction

There is nothing to which growth is relative save more growth. - John Dewey (1916)

Since at least Ferdinand de Saussure (1916)'s signifiant and signifié, words have often been thought of as a mapping between form (sound or sign) and meaning. A word's mental representation could be concrete, homomorphically reflecting the physical properties of its form as a sound or sign. But linguists have often been motivated to hypothesize various abstract representations, which do not directly reflect the physical realization of the word form and thus require a computational system to derive concrete "surface" representations from abstract "underlying" representations and vice versa. Abstract representations can allow the distributional properties of word parts (morphemes) to be predicted and productively extended to novel words, or capture dependencies in a more appropriate data structure (e.g., autosegmental tiers and metrical grids) than flat sequences. If word forms are stored concretely in a mental lexicon, then they can be used in production and comprehension of linguistic expressions via direct access. On the other hand, if the representations involve some degree of abstraction, then a morphophonological grammar is necessary as an interface between the mental lexicon and the articulatory and perceptual systems. In simple terms, we might refer to these as representation and rules, ${ }^{1}$ respectively.

Let us consider a specific example. The vowel appearing in the plural (PL) suffix in Turkish is sometimes the back vowel [a] and sometimes the front vowel [e], depending on the backness of the vowel to its left, as in (1); data from Kabak (2011).
(1) [dal-lar] 'branch'-PL
[jer-ler] 'place'-PL
One way to capture the fact that the pl suffix alternates between two forms is to represent its vowel as an abstract segment/A/ whose realization as [a] or [e] must be predicted from the environ-

[^0]ment. This change of representation requires mapping between the abstract level of representation (denoted with ' $/-/$ ') and the concrete level (denoted with ' $[-]$ '). This idea is indicated in (2).
(2) /d́al-l-lar/ $\longleftrightarrow$ [dal-lar]
/jer-l극 $\longleftrightarrow$ [jer-ler $]$
In a flat, string data structure like (2), the interacting vowels are separated by intervening consonants. If the word is instead represented as a graph structure like (3) in which the vowels are projected onto a separate tier, then the process of /A/ warping into [a] or [e] can be captured more naturally by interpreting the backness of the stem's vowel as spreading across the upper tier of the graph (Clements, 1976, 1980). Thus, the choice of representation has implications for the intrinsic character of the rules used to convert between levels of representation.
(3)


Phonological theory, at least that in the spirit of generative linguistics, has indeed occupied itself with the study of phonological rules and representations. The enormously influential work of Chomsky and Halle (1968) took a somewhat restrictive view of phonological representations, treating abstract representations as flat feature matrices and placing emphasis on "grammar as a system of rules" (Anderson, 2021, p. 464). Moreover, it was quickly made clear, in particular by Kiparsky (1973), that the null hypothesis ought to be that mental representations are concrete, and the positing of non-concrete mental representations should only be done when motivated. However, a convincing answer to the question of when abstract representations are justified has arguably never been established, and the debate sparked by Kiparsky was largely abandoned upon the arrival of new, representation-centric theories of phonology, which included autosegmental theory (Goldsmith, 1976), metrical theory (Liberman and Prince, 1977), and feature geometry (Clements, 1985). ${ }^{2} \mathrm{Mc}-$ Carthy (1988, p. 84) described the spirit of these theories as follows: "if the representations are right, then the rules will follow."

The shift towards rich representations and the lack of a satisfactory justification for them has left an apparent degree of consternation. Some have argued for surface-driven theories (e.g., Albright 2002), and attempts to justify the positing of abstract representations in phonological theory have

[^1]continued. Hyman (2018) argued that non-concrete underlying representations of words are justified for at least some phonological phenomena, provided they are not overly abstract, they allow for parsimonious characterization of the phenomena, they do not lead to unintended side effects, and they capture a speaker's productive knowledge of the phenomenon. Goldsmith and Riggle (2012) demonstrated that a model incorporating tiers provides better compression of linguistic data than one without, and argued that this provides statistical justification for their use in phonological theory. Others, have used the perspective of phonological learning to argue similarly. In particular, Hayes and Wilson (2008) presented empirical learning results that demonstrated the benefit of tierbased and grid-based representations for learning in the presence of dependencies that are non-local on a string representation, and Heinz et al. (2011); Jardine and McMullin (2017); Burness and McMullin (2019) provided learning-theoretic grounding to Hayes and Wilson's empirical observation by demonstrating how tier-based representations of words allow for strong theoretical guarantees on learning.

However, phonological learning has tended to use the metaphor of search. Under this metaphor, a phonological theory specifies a space of possible grammars. Each adult language is taken to be a particular grammar instantiated from that space, which produces primary linguistic data. This primary linguistic data forms the input to a learning algorithm, which in turn searches the space of grammars delineated by the phonological theory for the correct adult grammar. The most widelyadopted version of this stemmed from Optimality Theory (OT; Prince and Smolensky 1993). In an influential paper introducing learning in OT, Tesar and Smolensky (1998, p. 236) claim that "The general challenge of language acquisition, under any linguistic theory, is that of inferring the correct grammar from overt data." The space of grammars delineated by OT consists of all possible rankings of a universal constraint set-this is known as the factorial typology. Since constraints are taken to be universal and each language is one particular ranking of those constraints, learning in OT amounts to using primary linguistic data to figure out the correct constraint ranking. OT learning models are thus constraint-ranking or constraint-weighting models, such as Tesar and Smolensky (1998)'s Constraint Demotion algorithm, the Gradual Learning Algorithm (GLA; Boersma 1997; Boersma and Hayes 2001) for Stochastic OT, Boersma and Pater (2008)'s version of GLA for Harmonic Grammar, and Goldwater et al. (2003)'s maximum-entropy-based model (see Jarosz 2019 for an overview).

The metaphor of search and the conception of a "correct" grammar may have misled this approach, resulting in a misconstrual of the nature of learning. This metaphor presents a picture of learning in which the adult grammar is a terminal state and the child learner's objective is to discover the grammatical system underlying the ambient language to which they are exposed. This places the specification of a theory of phonological grammar as antecedent to a theory of learning, since this metaphor requires the structure of phonological grammars to be specified prior to
a learner commencing its search. Thus, the inclusion of a given representation in the theory of phonology cannot be a consequence of the learning algorithm. Even Hayes and Wilson (2008), who attempt to provide a learning-based justification for tiers, are constrained by the metaphor to positing two distinct theories of phonological representation to release their learning model upon: one with autosegmental tier representations and the other without. Only once these alternatives are posed are learning simulations able to suggest a choice between these alternatives.

The dissertation's epigraph suggests a different metaphor. We propose that language learning is better thought of as a continual process of construction. The process' terminal state is a fictitious idealization and the process' objective is not to reach it. The core intuition behind this dissertation is that a metaphor more appropriate than that of search is construction. This metaphor suggests that the learner is continually developing in their use of the language. The learner's starting point can be a fully-concrete lexicon in which words can be accessed directly, without a grammar, ${ }^{3}$ but the Zipfian character of linguistic distributions will inevitably drive the learner to generalize from their linguistic experience. ${ }^{4}$ Whereas work guided by the metaphor of search starts with the learner's input (training data), and posits the structure and content of its output (rules and representations) before working out the learning algorithm, work guided by the metaphor of construction starts with the input and hypothesizes the learning algorithm before working out what output (rules and representations) this suggests.

The algorithmic approach to phonology proposed in this dissertation thus starts by identifying independently-established psychological mechanisms that could be at play in this process of development. It then uses these mechanisms as the components of an explicit computational algorithm, which constitutes a hypothesis about the process of human learning. Through evaluation of the hypothesized learning algorithm-in particular its accuracy generalizing to unseen test words, its consistency with known developmental patterns, and its predictions in experimental settings-the algorithm can be interpreted as providing a learning-based account of the rules and representations that it outputs. These structures need no longer be posited a priori if they can be demonstrated to be the natural consequence of a learning algorithm that is grounded in independent psychological mechanisms.

In this dissertation, we demonstrate results enabled by this approach. In chapter § 2, we provide evidence that learners' starting point is indeed a concrete lexicon accessible by direct access, but that the sparsity of language necessitates extensive generalization. We also identify key psychological mechanisms that have independent motivation and serve as the building blocks of learning algorithms proposed in chapters § 3-5. Chapter § 3 proposes a learning-based account for the graph representations exemplified in (3) by showing that they are the natural consequence of an

[^2]algorithm grounded in the mechanisms identified in chapter § 2. In a similar fashion, chapter § 4 proposes a learning-based account for the abstract representations of morphemes, like the pl suffix in Turkish (2), by showing that effective generalization sometimes requires them. By the same token, the learning-based approach to underlying representations in chapter § 4 shows that effective generalization is sometimes possible without underlying abstraction, and this result allows for the novel interpretation of experimental results. Chapter § 5 zooms in on the process of constructing rules to map between abstract underlying representations and their concrete surface realizations, and demonstrates how our proposed learning-based approach can give greater clarity to the nature of typologically-rare processes. Chapter § 6 provides a novel experimental study directly testing the predictions of our proposed learning algorithms. We now turn to the dissertation's structure and a summary of its main contributions.

### 1.1 Contributions and Dissertation Structure

We have indicated that the core idea of this thesis is to directly study the processes by which language learners construct a phonological system. The starting point of this endeavor is to identify the psychological mechanisms available to this process. Chapter $\S 2$ will provide relevant background for the rest of the dissertation, and, in particular, it will propose three psychological mechanisms that will form the basis of chapters § 3-6, whose main contributions we outline in Tab. 1.1 and summarize next (§ 1.1.1-1.1.3). The dissertation is highly interdisciplinary, with its contributions spanning both computer science and linguistics. In chapter § 7, we will review the main contributions-with the added clarity of coming at the end of the dissertation-along with a critical comparison of neural networks to our approach, and a discussion of limitations and future directions.

### 1.1.1 Change of Representation When and Only When Needed

Chapter § 3 presents a learning algorithm that attempts to predict the surface form of an alternating segment by tracking the segments adjacent to it. When this fails, the model deletes segments unhelpful to generalization, yielding a new representation. This step is repeated iteratively until the relevant dependencies for predicting the segment become local on the constructed representation. In this way, the model demonstrates how graph-like representations of words-usually called autosegmental tiers in phonological theory-can emerge as the computational consequence of a learning procedure grounded in humans' aforementioned proclivity for tracking adjacent dependencies. The model's iterative behavior precisely predicts human behavior in a range of artificial language experiments, and provides the model with sufficient flexibility to account for cross-linguistic variation. Moreover, because the model tracks adjacent dependencies first, local phonological processes fall
out as a special case where no change of representation is needed.
In computational terms, this model operates over an input representation of strings, and automatically constructs from this a graph representation, where dependencies that were non-local in the input string representation are local in the graph representation. The model outperforms a neural language model on small amounts of training data (see § 3.5 and § 4.3.4), demonstrating that change of representation can improve performance when long-distance dependencies are present in small amounts of data.

## Ch. 3 Main Contributions

- LING: Algorithmic, learning-based account of phonological tiers
- LING: Handles cross-linguistic variation of tiers
- CS: Allows local learning over a graph structure
- CS: High accuracy on small data

In the closely-related chapter § 4, we turn to the question of when abstract underlying representations of words, differing from their concrete surface realization, need to be constructed. It is precisely the construction of such abstract representations that necessitates the learning of a mapping between abstract and concrete levels of representation. In this chapter, we argue that, by default, mental representations of morphemes correspond homomorphically to their physical realization, requiring nothing but a trivial mapping to convert between levels. However, in some cases, the fact that words are distributed sparsely in linguistic samples ${ }^{5}$ necessitates the positing of abstract underlying structure to enable effective generalization to unseen word forms. The chapter § 4 model uses the Tolerance Principle (Yang, 2016), described in § 4.2.4, to determine when such abstract representations are needed. As was the case for the § 3 model, a change of representation from concrete to abstract is made when and only when needed for effective generalization. The abstract underlying forms and their corresponding surface realizations then become the training input to the chapter § 3 model.

We evaluate the model on two case studies, one in Turkish and one in Dutch. We find that the combination of the chapter § 3 and chapter § 4 models accounts for a range of morphophonological complexities in Turkish while achieving high accuracy generalizing to held-out test words. Moreover, the model provides a plausible learning-based account of why Dutch-learning children appear to lack productive knowledge of a well-studied voicing alternation, despite the fact that children exhibit clear productive knowledge of many alternations in other languages.

The chapter § 4 results reinforce chapter § 3's conclusion about the importance of automatic representation change in effective learning on small amounts of data.

[^3]
## Ch. 4 Main Contributions

- LING: Algorithmic, learning-based account of when abstract underlying forms are needed
- LING: Predicts phonological productivity in some cases but not others
- CS: High accuracy on small data


### 1.1.2 Expansion of Attention When and Only When Needed

In Chapter § 5, we turn in more detail to the question of how phonological processes-mappings between abstract and concrete levels of representation-are constructed. We propose a learning algorithm that models attention as initially centered around a single, alternating segment. The model then incrementally increases the width of its attention, only when needed to account for the surface form of the alternating segment. As the model in § 3, this iterative expansion of attention follows the experimental evidence that learners only begin tracking non-adjacent dependencies when doing so is necessary. However, whereas the model in § 3 changes representation when adjacent dependencies are insufficient, the model in § 5 expands the width of its attention. This can be thought of as zooming in on the default case from § 3, where no change in representation is needed, or, more generally, as zooming in on the process of constructing a local ${ }^{6}$ generalization over a representation, whether that be a string or a tier. In § 7.3.1 we discuss in more detail how these two models fit together.

When compared to a number of alternative models for learning phonological processes, our proposed model is the only one to match human behavior in artificial language experiments. In particular, our model mirrors the fact that humans more easily learn a generalization to predict the surface form of an alternating segment when it is determined by a segment two steps away, than when it is determined by a segment three steps away.

Moreover, our model is able to construct rules for phonological processes that appear to work in opposition to clear articulatory motivation, but sometimes arise in languages due to historical contingency (Beguš, 2018). Traditional theories of phonological learning assume substantive constraints against marked sequences, and predict that such processes should be unlearnable. Nevertheless, such processes exist, are productive (Coetzee and Pretorius, 2010), and are readily learned in experimental settings (Seidl and Buckley, 2005; Beguš, 2018).

This model shows promise for improving the sample-efficiency of neural language models. As the model in chapter § 3, the model in chapter § 5 outperforms a neural network model on small amounts of training data (see § 5.4). The insight of this model-that attention can be incrementally expanded only as needed-is applicable to language modeling with a convolutional neural network

[^4]architecture, because convolutional layers involve a kernel size that determines the range of the model's attention. Thus, incrementally increasing the kernel size during training could lead to increased sample-efficiency, as we discuss in § 7.2.6.

## Ch. 5 Main Contributions

- LING: Learning-based account of local phonological rules
- LING: Algorithmic explanation for human bias towards more local generalizations
- LING: Account of learning alternations lacking phonetic motivation
- CS: Incremental change of attention
- CS: High accuracy on small data


### 1.1.3 Experimental Validation of Model Predictions

Chapter § 6 evaluates the principle at the core of the computational models presented in $\S 3$ and § 5, namely that learners do not track non-adjacent dependencies if an alternation can be predicted from adjacent dependencies.

The results demonstrate that attention is not globally applied and then narrowed to the relevant segments, as in a transformer model. Rather, attention starts locally and, when this is sufficient for generalization, learners show no evidence of sensitivity to other, equally-robust statistical dependencies. This contributes novel experimental evidence supporting our proposed idea that change of representation and broadening of attention is incremental, which has implications for understanding the order in which learners construct generalizations and for sample-efficient learning on small amounts of data.

This dissertation is built on the idea that an appropriate and productive way to study the nature of phonological representations and generalizations is to directly investigate the computational procedures by which a phonological system is constructed in the mind. This places computational learning procedures as the central object of study, and works from these up to the phonological structures that they construct. As a result, this dissertation complements work on a formal-language-theoretic approach to phonological representations and generalizations (see Heinz 2018 for a survey). That line of work places phonological structures as the primary object of study, by evaluating their computational properties and categorizing them in terms of these, and then interprets what constraints this puts on any algorithms that might construct these structures.

The way in which our approach complements formal language theory becomes especially clear when considering the results to the chapter § 6 experiment. The results provide novel insight into the order in which generalizations are constructed; insight that formal-language-theory is not wellsuited to provide in this case because multiple generalizations consistent with the training data have

Table 1.1: Summary of Contributions

| Contribution | Chapter(s) | Field(s) |
| :---: | :---: | :---: |
| Importance of Learning Algorithms | $3,4,5,6$ | CS + LING |
| Insight into Human Generalization Behavior | $3,4,5,6$ | LING |
| Efficient Learning with Small Data | $3,4,5$ | CS + LING |
| Cross-Linguistic Variation | $3,4,5$ | CS + LING |
| Change of Representation and Abstraction | 3,4 | CS + LING |
| Expansion of Attention | 5 | CS + LING |
| Non-Locality is Systematic | 3 | CS + LING |
| Unification of Locality and Non-Locality | 3 | CS + LING |
| Understanding of the Typologically Rare | 5,6 | LING |
| Insight into Dutch voicing alternations | 4 | LING |
| Account of Turkish Complexities | 3,4 | LING |

the computational structure attributed to natural-language phonological processes (§ 6.5.1).
The experiment also contributes to our understanding of the nature of linguistic generalization, as it provides a case in which the most local generalization is not the most conservative generalization. Conceptual, learning-theoretic arguments have often led linguists to posit that learners generalize as conservatively as possible (Berwick, 1985; Albright and Hayes, 2003; Hale and Reiss, 2008), but our experiment results suggest that this is not always the generalization strategy.

## Ch. 6 Main Contributions

- LING: Experimental validation of chapters § 3 and § 5
- LING: When generalization is not maximally conservative
- CS: Confirmation that movement away from locality is incremental


## CHAPTER 2

## Background

We begin by describing morphophonological alternations and the topics surrounding them that will feature prevalently in the dissertation (§ 2.1). We then turn to the sparsity of linguistic distributions, and how this necessitates generalization (§ 2.2). We will then present evidence that the learner's starting point is one in which words are stored concretely, allowing for direct access to lexical entries (§2.3). Next, we present experimental studies on sequence learning, which overwhelmingly reveal that a learner's attention is by default concentrated on elements adjacent in a representation (§ 2.4). Lastly, in § 2.5 we introduce the Tolerance Principle, which provides a precise, cognitivelygrounded calculus for when the problems of sparsity, reviewed in § 2.2, no longer allow learners to operate under the defaults in § 2.3-2.4.

### 2.1 Morphophonological Alternations

Phonological segments often alternate in a way that is predictable from the phonological environment. In many cases, the relevant dependency conditioning the alternation is between adjacent segments. This is the case, for example, with the English plural suffix, which alternates between [$z]$ and $[-s]$, matching the voicing of the stem-final segment-to which it is adjacent-and separated by [ $\quad$ ] if the stem-final segment is a sibilant. This is shown in (4).
(4) [dagz]
[kæts]
[horsəz]
In some cases, it is a stem that alternates. For instance, Dutch exhibits a restriction against obstruents in syllable-final position. This results in an alternation in some singular-plural paradigms where a stem-final obstruent is voiced in the PL form but voiceless in the SG form, because there it is in final position (5a). In other paradigms, stem-final obstruents are voiceless throughout (5b).
(5) a. [bet] 'bed' [bedən] 'bed-pL'
b. [pet] 'cap' [petən] 'cap-pL'

These alternations have phonetic motivation. For example, in (4), assimilating the voicing of the suffix to the final segment of the stem avoids the need for a change in the glottis, and the separation of sibilants with a vowel avoids overly-similar adjacent sounds. Not all alternations enjoy such phonetic motivation. Tswana exhibits post-nasal devoicing of labial stops (Cole, 1955; Schaefer, 1982; Coetzee and Pretorius, 2010), even though post-nasal articulation promotes voicing of stops, and the opposite process-post-nasal voicing—is typologically pervasive (Locke, 1983; Rosenthall, 1989; Pater, 1999; Hayes and Stivers, 2000; Beguš, 2016, 2019). The resulting alternation can be seen when the 1 St SG ObJ clitic, which is a nasal, leads to devoicing of a stem-initial stop (6a) that is voiced in other contexts, such as when joined with the non-nasal /re-/ 1st PL obs clitic (6b); data from Coetzee and Pretorius (2010, p. 406).
(6) a. [m-patla] 'want me'
[m-potsa] 'ask me'
[m-pulela] 'open (for) me'
b. [re-batla] 'want us'
[re-botsa] 'ask us'
[re-bulela] 'open (for) us'
Alternations appear in linguistic data as a distributional regularity. It does not automatically follow from this that a speaker necessarily has productive knowledge of the alternations distributionally present in their language. We turn to this issue next.

### 2.1.1 Productivity, Underlying Forms, and History

Productivity refers to a speaker's ability to extend a distributional pattern to novel linguistic structures. The classic test of productivity in morphophonology was introduced by Berko (1958), and is called the Wug Test. Berko's study, which investigated English morphophonology, involved presenting young children with a drawing of a made up animal—most famously a wug [wag]—along with the linguistic information that "This is a wug." The child was then shown a drawing of two of the same animal and told "Now there is another one, there are two of them," before being asked "there are two __?" If the child responded to the query with [wagz], this demonstrated that they have productive knowledge of the morphophonology of the English plural: they can extend it to nonce words. Berko (1958)'s paradigm is now the standard framework used in experimental studies of productivity, though the details differ depending on the phenomena being evaluated.

Berko (1958)'s study demonstrated that the English plural alternation exemplified in (4) is productive for young learners of English. Despite Tswana's post-nasal devoicing (6) operating against
apparent phonetic motivation, Coetzee and Pretorius (2010) employed a Wug Test and found the process to be productive for some speakers. However, not all alternations that have been investigated show evidence of productivity. Zamuner et al. $(2006,2012)$ performed both production-based and comprehension-based Wug Tests on Dutch-learning children to test whether they have productive knowledge of the voicing alternation described in (5). They found no evidence of productivity. Thus, productivity is observed for some alternations, but not for others.

A common view is that language learners initially store words concretely, as accurately as their representational capacities allow (e.g., Hale and Reiss 2008; Ringe and Eska 2013; Richter 2021). In § 2.3, we summarize experimental, historical, and lexical studies supporting this view. As the child's lexicon grows, surface alternation-like the multiplicity of plural morpheme forms [z], [s], and [əz] in (4)—violates mutual exclusivity, which is the principle of one morpheme form per meaning. Since the surface form of the morpheme is predictable from the phonological environment, the violation of mutual exclusivity can be side-stepped by creating an underlyingly abstract plural morpheme together with productive processes for producing the appropriate surface form of the plural morpheme when it attaches to a stem, as illustrated in (7) where /-z/ denotes the abstract plural morpheme. ${ }^{1}$

$$
\begin{aligned}
& \text { (7) /dag-zz } \rightarrow \text { [dagz] } \\
& / \mathrm{kæt-z} \text { I } \rightarrow \text { [kæts] } \\
& \text { /hərs-z/ } \rightarrow \text { [horsəz] }
\end{aligned}
$$

Under this view, it is when, and only when, concrete segments are collapsed into abstract underlying representations that the need for a phonological grammar arises, to derive the surface form for abstract underlying forms. Thus, lack of productivity indicates that the amount of surface alternation may not be pervasive enough to drive the learner to construct an abstract underlying form and a productive process to predict its surface realizations. In chapter $\S 4$, we begin developing a learning-based answer to the question of when non-concrete underlying forms are constructed, which begins to bring some clarity to why the English plural alternation (4) appears to be productive while the Dutch plural alternation (5) appears not to be. In chapters § 3 and §5, we propose learning algorithms that construct productive processes to map these underlying forms to their surface realizations.

The view of productivity as driven by prevalence of surface-alternation also has implications for the relationship between phonological learning and diachrony, or language history and change. Recall that the post-nasal devoicing alternation in Tswana operates in apparent opposition to phonetic motivation, yet Coetzee and Pretorius (2010) found evidence that it is productive for some speakers.

[^5]This is a puzzling result if productive phonological processes are expected to have a phonetic basis, but less so if productivity is the result of surface alternation. If phonological processes, productive or not, do not necessarily have a direct, phonetic origin, then whence the process?

Historical linguistics provides a likely answer. Beguš (2019, p. 699) found post-nasal devoicing to be reported as a process in thirteen languages and dialects, and argued that despite being unnatural, it likely emerged in each case as the result of a sequence of sound-changes. Each of the sound-changes was phonetically motivated given the previous one, but their composition-postnasal devoicing-cannot itself be easily provided a phonetic justification. This sort of historical process, sometimes called telescoping, ${ }^{2}$ has occurred reasonably often in the world's languages (Kenstowicz and Kisseberth 1977, ch. 2; Johnsen 2012). Experimental evidence supports this view, as participants readily learn phonological processes lacking phonetic motivation in studies by Seidl and Buckley (2005) and Beguš (2018), as well as our own experiment in chapter § 6.

Our treatment of productivity as being driven by prevalent surface-alternation thus has the potential to give an explanation for how it is that some Tswana learners were able to construct a productive process of post-nasal devoicing, and why a similar result is observed in experimental settings. We return to this topic in chapter § 5 .

### 2.1.2 Non Adjacency

Once a non-concrete underlying form is constructed, learners must construct a phonological process to predict the various surface realizations of the abstract underlying form. While the alternations described in (4)-(6) involved interactions between two adjacent segments, this is far from a universal property. In some cases, it is necessary to track dependencies at a greater distance. For example, in some dialects of English, a segment that usually surfaces as [t] or [d] is instead realized as the alveolar tap [ r ] in intervocalic position, if the following vowel is unstressed. This leads to alternations like (8), where a [ r ] replaces [ t ] when appearing between vowels and the second vowel is unstressed.
(8) [it] 'eat' [irıy] 'eating'

If the underlying segment is an abstract segment /T/, as appears to be the case (Richter, 2018, 2021), then predicting the surface realization requires tracking dependencies on both sides of the underlying segment, not just a single adjacent segment. In chapter § 5 we propose a computational model that provides a hypothesis about how productive processes are constructed to account for alternations involving dependencies within some fixed distance of the alternating segment.

[^6]More dramatically, some alternations-particularly those occurring in consonant harmony (Rose and Walker, 2004), consonant dissimilation (Bennett, 2013), and vowel harmony (Van der Hulst, 2016)—involve dependencies between segments that are arbitrarily far away. For instance, the vowels of Turkish suffixes harmonize with the preceding vowel across varying numbers of intervening consonants. In (9), the affix vowels alternate between back $\{a, u\}$ and front $\{e, i\}$ to match the [back] value of the preceding vowel.

| (9) | [d시-lar-um] | branch-PL-GEN | (Kabak, 2011, p. 3) |
| :---: | :---: | :---: | :---: |
|  | [jer-ler-in] | place-PL-GEN | (Kabak, 2011, p. 3) |
|  | [ip-ler-in] | rope-PL-GEN | (Nevins, 2010, p. 28) |

We mentioned in the introduction that Turkish vowel harmony could be viewed as a process of spreading across a vowel tier in a graph representation of a word. This has been a common analysis since the development of autosegmental tiers (Goldsmith, 1976; Clements, 1976, 1980). However, in chapter § 3, we demonstrate that the graph needed to view processes in this way varies crosslinguistically. In the same chapter, we then provide a computational model as an explicit hypothesis about how the mind may construct these non-flat representations of words.

### 2.2 Sparsity in Language

### 2.2.1 The Frequency Distribution of Language Requires Generalization

The statistical distribution of words in a corpus of reasonable size consistently follows Zipf (1949)'s "law," which states an inverse relationship between the rank of a word type and its frequency. Specifically, Zipf's law predicts that the second most frequent word (rank 2) is roughly one half as frequent as the most frequent word, the third most frequent word (rank 3) is roughly one third as frequent as the most frequent word, etc. This relationship can be seen by plotting, in log scale, the frequency of a corpus' word types as a function of their rank frequency. For example, such a plot can be seen in Fig. 2.1, which we derived from the child-directed speech in Roger Brown (1973)'s acquisition study of English.

The substantive implication of this robust empirical observation is that most of a language's words occur very infrequently and only a few occur frequently. It follows from this, that children's early mental lexicons-over which they learn the core of their language's morphophonologycontain only a tiny fraction of the entire vocabulary of the language. Thus, in order to effectively use the long-tail of language, children must aggressively generalize from their early mental lexicons.

### 2.2.2 The Indefinite Size of Language Requires Generalization

The other major statistical observation about corpuses is Heap's law (sometimes called Herdan's law) (Herdan, 1960), which gives the number of word types as a function of number of tokens, and has the intuitive interpretion of diminishing returns: As the number of tokens increases, the number of types increases, but at a decreasing rate. However, this growth function does not have an asymptote. It thus appears that vocabulary size does not have a non-arbitrary limit (Chan, 2008, p. 24). This can be seen in Fig. 2.2, where the number of word types in Brown (1973)'s childdirected corpus increases rapidly for the first tokens, but the rate of new types slows down as the number of tokens increases, while never appearing to approach an asymptote.

This slowing down of new word types entering the child's mental lexicon after the most frequent types corroborates the implications of Zipf's law: children must generalize from their early mental lexicons in order to accommodate the new words that gradually and persistently enter at later points.

### 2.2.3 Paradigm (Un)saturation Requires Generalization

A major manifestation of the fact that most word types occur very infrequently and new words enter the vocabulary at decreasing rates is that morphological paradigms are generally incomplete. Chan (2008) introduced the concept of paradigm saturation, which measures, for each lemma, the fraction of the total number of inflectional categories in the corpus for which the lemma's inflectional form is attested in the corpus (Yang, 2016, p. 21). For example, English verbs have six inflectional categories, as exemplified with the verb walk in (10).
(10) Infinitive: To <walk>


Figure 2.1: The log frequency of child-directed word types in Brown (1973)'s acquisition corpus approximately follows the famous Zipfian distribution, in which a few words occur very often and most words occur only a few times.


Figure 2.2: The rate of new child-directed word types in Brown (1973)'s acquisition corpus decreases as the number of tokens increases, but never approaches an asymptote.

First and second person present tense: I/you <walk>
Third person singular present tense: She <walks>
Progressive: They are <walking>
Past tense: They <walked>
Past participle: They have <walked>

If a corpus (or a child's mental lexicon) contains, e.g., four of these six forms, then the paradigm saturation for the lemma <walk> would be $2 / 3$.

Chan (2008, Tab. 4.4) reports that the average saturation across 16 corpuses of different languages was only $71.3 \%$. The situation seems quite dire for languages with rich morphologies. For example, Chan's table reports the maximum saturation of any stem in Finnish-an agglutinative language-to be 40.3\%. This makes concrete the abstract observation from § 2.2.1-§ 2.2.2 that the sparsity of language requires the child to generalize from their early mental lexicon to the long tail of the linguistic distribution. Suppose a child knows some singular and some plural nouns, as shown in Tab. 2.1. For some words, the child knows both the singular and the plural forms (e.g., $d o g$ and dogs); for others they know only one (cat but not cats). At this stage, a word like [kæt] has the same intrinsic status as Wug in Berko (1958)'s seminal study: namely, the child knows the SG, but to use the pl must produce a novel form. Here, the motivation for predicting the plural form arises on the occasion of needing to use that form but finding an empty paradigm cell. The statistical profile of language-in particular the results from Chan (2008)-demonstrate that such a scenario is pervasive, and perhaps the driving force behind the construction of a morphophonological grammar.

Table 2.1: A hypothetical state of a child's mental lexicon for some English nouns. The child only knows both the SG and PL forms for some words.

| SG | PL | Gloss |
| :---: | :---: | :---: |
| [kæt] | ?? | cat $\sim$ cats |
| [dag] | [dag-z] | dog $\sim$ dogs |
| [hors] | [hors-əz] | horse $\sim$ horses |
| ?? | [ $3^{\circ} \mathrm{d}-\mathrm{z}$ ] | bird $\sim$ birds |
| [web] | ?? | web $\sim$ webs |
| [serf] | [serf-s] | safe $\sim$ safes |
| ?? | [mæp-s] | map $\sim$ maps |

### 2.2.4 Summary

The previous subsections demonstrate that the empirical conditions of language acquisition require children to generalize beyond their early vocabulary, thus constructing a productive grammar. In § 2.5 we present Yang (2016)'s Tolerance Principle, which provides a precise, cognitively-grounded tipping point at which rote memorization becomes less cognitively efficient than generalization. The derivation of the tipping point, presented in Yang (2016, ch. 3) is grounded in the statistical profile of language data reviewed above.

### 2.3 Studies Pertaining to Lexical Representations

The view that representations of words are, at least initially, minimally abstract receives support from a range of theoretical perspectives. Kiparsky (1968) observed that in the absence of alternation, children have no reason for constructing an abstract representation of a morpheme. This has been incorporated into Optimality-Theoretic-approaches to learning, which usually posit that children's starting point is to construct underlying forms identical to their observed surface realization (Hayes, 2004; Tesar, 2013). The same position is proposed by Ringe and Eska (2013), who observe that historical sound changes support the position. Below, we interpret lexical and experimental studies, which we view as providing support for this widely-adopted position.

### 2.3.1 Lexical Studies

In a detailed study of the Providence corpus (Demuth et al., 2006) of the CHILDES database, Richter $(2018,2021)$ studied the acquisition of the English flap [ r ] as an allophone of an abstract underlying /T/ phoneme. Richter found a U-shaped development curve, which is characteristic of the construction of a linguistic generalization. Up to $3 ; 0$, children produce the flap [ r ] in the
intervocalic contexts that it would be expected in (i.e. where the following vowel is unstressed). However, between $3 ; 0$ and $5 ; 0$, children show in increased rate of producing $*[t]$ instead of $[r]$ in those contexts. The children eventually return to accurate production of $[r]$ in the expected contexts by around the time they learn to read.

It thus appears that children are initially positing underlying / $/$ / for words with surface [ r$]$. The fact that children begin to produce $*[\mathrm{t}]$ in lieu of $[\mathrm{r}]$ suggests that children eventually construct an abstract underlying form that either includes both [t] and [r] (e.g., /T/), or that replaces /r/ with /t/, such that contexts with surface [r] must be derived by a productive process.

### 2.3.2 Experimental Studies

Studies of early infant linguistic development have found that infants show an initial sensitivity to contrasts (e.g. [b] ~ [p]) regardless of whether a given contrast is linguistically significant in their native language, but that the sensitivity to non-native contrasts declines with age and linguistic experience (Werker and Tees, 1984; Kuhl et al., 1992). This change appears to be mediated by linguistic experience, which improves the recognition of acoustically non-salient native contrasts (Narayan et al., 2010) and does not degrade perception of non-native contrasts that do not conflict with the child's developing phonology (Best et al., 1988).

The ability to detect two sounds as distinct requires that children record the acoustic feature(s) that differentiate them. This supports the conclusion that children's phonetic representations initially record acoustic information concretely. The fact that the shift in perception of contrasts with age is mediated by linguistic experience suggests that organization into abstract structures is not the default, but rather a response to linguistic exposure.

When we turn to experiments pertaining to knowledge of alternations, results suggest that learners' default is to assume that novel words do not alternate. Dutch, in particular, has received a great deal of attention. As discussed in § 2.1, some Dutch noun paradigms exhibit a voicing alternation in which a stem-final obstruent is voiced in the PL form but voiceless in the SG form, where it occurs in final position (e.g., [bet] 'bed' ~ [bedən] 'bed-pl').

Suppose a Dutch-learning child is presented a nonce plural [slad-ən]. Under the hypothesis that children store words in their mental lexicon concretely by default, the child will construct /slad/ as the underlying form of the root. If the child is then asked to "Point to the [slat]" or to fill in the blank "There is one __," they may have difficulty doing so, because their concrete underlying form /slad/ does not match [slat] and violates Dutch's phonotactic restriction against voiced obstruents in final position. In particular, they should have greater difficulty completing these requests than if they are presented a nonce plural like [ket-ən], which does not alternate.

Zamuner et al. (2006, 2012)'s experiments tested precisely these predictions. We describe these
experiments in greater detail in § 4.4, where our model for learning underlying forms provides a novel interpretation for their results. To summarize the relevant results, Zamuner et al. found that Dutch-earning children at ages 2;6-3;6 indeed had greater difficulty comprehending and producing the singular form of nonce nouns when the plural form ended in a voiced obstruent than when it ended in a voiceless obstruent. As described above, this result is consistent with the predictions of the hypothesis that children initially store words concretely, since the plural forms with a voiced obstruent entail an alternation between the singular and plural that those with a voiceless obstruent do not-an alternation that cannot be captured with concrete underlying forms.

Coetzee (2009) performed a similar experiment in an artificial language experiment, and its results corroborate the natural language results from Zamuner et al. (2006, 2012). Coetzee's artificial language alternation was inspired by another alternation Dutch. In some noun paradigms, a vowel that is short in the sG lengthens in the plural, when a stem-final consonant is re-syllabified as the onset of the syllable containing the plural suffix, which leaves the vowel in a stressed, open syllable. Examples from Coetzee, p. 110 are shown in (11a). However, not all monosyllabic SG nouns with short vowels exhibit the alternation, as shown in (11b), and whether a noun is alternating or non-alternating is not phonologically-predictable.
(11) a. [xat] 'hole' ['xai.tən] 'holes'
[spel] 'game' ['spex.lən] 'games'
b. [kat] 'cat' ['ka.tən] 'cats'
[stel] 'set' ['ste.lən] 'sets'
When presented with singular-plural pairs from an artificial language modeled after the Dutch vowel-lengthening alternation, in which half of the words alternated and half did not, Coetzee found that learners were able to learn which words alternated, but did not extend the alternation to novel words. However, when a substantial majority of the exposure data were alternating paradigms, the learners did begin to extend the alternation to nonce paradigms, suggesting that sufficient evidence of surface alternation can lead learners to abandon the default creation of concrete underlying forms.

Together, these natural language and artificial language experimental results suggest that learners by default construct concrete underlying forms, but appear to move away from this default when substantial amounts of surface alternation are present in the linguistic data they are exposed to.

### 2.4 Experimental Studies of Sequence Learning

Early studies of statistical sequence learning were focused on the question of whether infant learners could segment a continuous speech stream into discrete units based on statistical information alone (Saffran et al., 1996, 1997; Aslin et al., 1998). Based on the idea that sounds crossing word
boundaries may co-occur less often than sounds within a word, these studies hypothesized that infants could track transitional probabilities and use them as a cue to segment speech. In their simplest form, transitional probabilities, which gained attention through Shannon (1948)'s Information Theory and have a long history is psycholinguistics (Levelt, 2013, ch. 12), capture the strength of dependency between adjacent segments in a set of sequences. The definition of the transitional probability from $X$ to $Y$, denoted $\operatorname{Pr}(Y \mid X)$ is provided in (12). ${ }^{3}$

$$
\begin{equation*}
\operatorname{Pr}(Y \mid X) \triangleq \frac{\operatorname{Freq}(X Y)}{\operatorname{Freq}(X)} \tag{12}
\end{equation*}
$$

The numerator will be large if the sequence $X Y$ is frequent, and the denominator will be large if the sequence $X$ is frequent. Since the sequence $X Y$ cannot occur without $X$ occurring, and, in the limit, $X Y$ could never occur, the transitional probability is bounded by $0 \leq \operatorname{Pr}(Y \mid X) \leq 1$, as one would expect for a well-defined probability. Its maximum is achieved when every occurrence of $X$ is followed by a $Y$-i.e. $Y$ is totally dependent on $X$.

Consider the example set of sequences in (13a) and the calculations of $\operatorname{Pr}(Y \mid X)$ and $\operatorname{Pr}(Y \mid A)$ in (13b) over this data.
a. $X Y Z$
$A Y Z$
ZXY
$A X Z$
b. $\operatorname{Pr}(Y \mid X)=\frac{\operatorname{Freq}(X Y)}{\operatorname{Freq}(X)}=\frac{2}{3}$

$$
\operatorname{Pr}(Y \mid A)=\frac{\operatorname{Freq}(A Y)}{\operatorname{Freq}(A)}=\frac{1}{2}
$$

Since $2 / 3>1 / 2$, this indicates that the strength of dependence between $Y$ and $X$ is greater than that between $Y$ and $A$. To reiterate the main point: transitional dependencies of this sort capture the strength of dependence among segments, and, as defined in (12), the strength of dependence between adjacent items.

Statistical learning studies were also directed towards non-adjacent dependencies (Santelmann and Jusczyk, 1998; Newport and Aslin, 2004; Gómez, 2002; Gómez and Maye, 2005), because such dependencies seem relevant to learning syntax and morphology. As we discuss in § 2.1, non-adjacent dependencies are also pervasive in phonology. These studies usually investigated the ability to determine grammaticality of strings in an artificial language in which, for example, $X$ is allowed to follow $A$ across an intervening $Z$, and $Y$ can follow $B$ across an intervening $Z$ (14a), but $Y$ is not allowed to follow $A$, nor can $X$ follow $B$ (14b). ${ }^{4}$

[^7]a. $\underline{A} Z \underline{X}$
$\underline{B} Z \underline{Y}$
b. $* \underline{A} Z \underline{Y}$

* $\underline{B} Z \underline{X}$

In the remainder of this section, we will argue that the ability to track adjacent dependencies is an independently-established psychological mechanism that learners bring to the table. The argument rests upon the domain-independent observation of sensitivity to adjacent dependencies (§ 2.4.1), the asymmetrical developmental trajectory of adjacent vs. non-adjacent dependencies (§ 2.4.2), and learner's reluctance to track non-adjacent dependencies, doing so only as a final resort (§ 2.4.3).

### 2.4.1 Domain-Independence of Adjacent Dependency Tracking

The early studies of statistical learning applied to segmenting continuous speech streams found that infants as young as 8 -months old were sensitive to dependencies between adjacent elements (Saffran et al., 1996, 1997; Aslin et al., 1998). The evidence came from the infants' ability to rapidly segment continuous speech streams that were carefully designed such that the relative size of transitional probabilities served as the only apparent cue to word boundaries.

The relevant transitional probabilities in these studies needed to be computed over syllables. However, the ability to track adjacent dependencies has also been attested when the transitional probabilities involved morphemes (Santelmann and Jusczyk, 1998), non-linguistic tones (Saffran et al., 1999), and visual shapes (Fiser and Aslin, 2002). The diversity of types of elements for which this ability has been observed suggests that the ability to track statistical dependencies between adjacent segments is neither limited to a particular kind of phonological structure nor even the domain of language.

### 2.4.2 The Developmental Trajectory of Sensitivity to Adjacent and NonAdjacent Dependencies

While the ability to track adjacent dependencies has been widely attested, even for infants as young as 8 months old, Santelmann and Jusczyk (1998) found that even at 15-months-old, children showed no evidence of tracking dependencies between non-adjacent elements.

Studies with older participants revealed that the ability to track non-adjacent dependencies does eventually emerge: adults show a sensitivity to dependencies between non-adjacent phonological segments (Newport and Aslin, 2004), and 18-month-old children show sensitivity to dependencies between both non-adjacent morphemes (Santelmann and Jusczyk, 1998) and words (Gómez, 2002).

(Safran et al., 1996, 1997) (Santelman \& Jusczyk, 1998) (Newport \& Aslin, 2004)
(Aslin et al., 1998) (Gomez, 2002)
(Gomez \& Maye, 2005)
Figure 2.3: The developmental trajectory of learners' ability to track adjacent and non-adjacent dependencies. Infants as young as 8 mo old show evidence of being able to track adjacent dependencies; this ability persists into adulthood. In contrast, do not show evidence of tracking non-adjacent dependencies until around 15 mo .

Gómez and Maye (2005) attempted to map the developmental trajectory of this ability to track nonadjacent dependencies, and found that it grew gradually with age. At 12 months, infants showed no evidence of tracking non-adjacent dependencies, but they began to do so by 15 months, and showed further advancement at 17 months.

The developmental trajectory of adjacent and non-adjacent dependencies is summarized in Fig. 2.3. Infants as young as 8 -months-old show evidence of tracking adjacent dependencies, and this ability persists into adulthood. Asymmetrically, infants only begin to show evidence of tracking non-adjacent dependencies at around 15 months.

### 2.4.3 Adjacency as Default

Even as sensitivity to non-adjacent dependencies develops, learners still more readily track local dependencies. Gómez (2002) found that 18 -month-olds could track non-adjacent dependencies, but that they only did so when adjacent dependencies were unavailable. Gómez and Maye (2005) replicated these results with 17 -month-olds and described the situation like this (p. 199): 'It is as if learners are attracted by adjacent probabilities long past the point that such structure is useful.'

Indeed, artificial language experiments have repeatedly demonstrated that learners more easily learn local phonological processes than non-local ones (Baer-Henney and van de Vijver, 2012) and, when multiple possible phonological generalizations are consistent with exposure data, learners systematically construct the most local generalization (Finley, 2011; White et al., 2018; McMullin and Hansson, 2019). In short, these studies demonstrate that learners posit the most local generalization consistent with the data.

### 2.4.4 Summary: A Proclivity for Adjacency

Zoologists usually recognize that different animals have different nervous systems, and that these differences shape-to some degree or another-each animal's behavioral and cognitive abilities, including their learning abilities (Gallistel, 2000). For acoustic processing, Podlipniak (2017, p. 2) puts it like this: 'every species is sensitive to specific acoustic cues due to the proclivities of its own nervous system.'

The evidence that infants can track adjacent dependencies across a range of items not limited to the linguistic domain (§2.4.1), that the ability to track non-adjacent dependencies appears to emerge later in development than that for adjacent dependencies (§ 2.4.2), and that learners only show evidence of tracking non-adjacent dependencies as a last resort when adjacent dependencies fail them (§ 2.4.3), strongly supports the conclusion that human's exhibit a proclivity for adjacency. This proclivity constitutes an independent foundation for the models presented in chapters § 3 and § 5.

### 2.5 The Tolerance Principle

The Tolerance Principle (TP), proposed by Yang (2016), is a cognitively-grounded tipping point, which hypothesizes that children form productive generalizations when the number of exceptions to a proposed generalization results in a real-time processing cost lower than that without the generalization. The tipping point depends on two values: the generalization's scope-that is, how many items it applies to-and how many exceptions the generalization has. It is based in the observation that the real-time computational cost of using a rule increases as the number of exceptions to the rule increases. The exact derivation of the TP is provided in Yang (2016, ch. 3), but rests critically upon the empirical observations of linguistic sparsity reviewed in § 2.2. Beyond its cognitive motivation, the TP has also had much prior success in computational modeling, lexical, and experimental studies (Schuler et al., 2016; Yang, 2016; Richter, 2018; Koulaguina and Shi, 2019a; Emond and Shi, 2021; Richter, 2021; Belth et al., 2021; Payne, 2022).

The threshold is stated in (15), where $n$ is the size of the rule's scope, and $e$ is the number of exceptions to the rule.

$$
\begin{equation*}
e \leq \frac{n}{\ln n} \tag{15}
\end{equation*}
$$

When a generalization meets the threshold, the learner accepts it, and the exceptions to it can be lexicalized. An interesting property of the threshold $n / \ln n$ is that the relative number of exceptions tolerated decreases as $n$ increases. Thus, as a learner's mental lexicon grows, in many cases $n$
will become larger and generalization will become more difficult. This intuitively matches the will-known fact that young children are more precocious language learners than older children and adults.

### 2.5.1 The Role of the Tolerance Principle

As discussed by Yang (2016, p. 10), and implemented by Belth et al. (2021), the TP can serve as an evaluation metric for the proposal and verification of rules in language acquisition. In the context of this dissertation, the TP provides an independently-motivated mechanism for abandoning the defaults discussed above in § 2.3 and § 2.4. In § 3, the TP will decide when adjacent segments unhelpful to generalization must be deleted. In § 4, the TP will determine when concrete underlying forms are no longer sustainable and abstract underlying forms must be created. In § 5, the TP will govern when the model must extend its attention beyond adjacent dependencies. Specifically, these default generalizations are abandoned when the number of exceptions to them grows too large, as measured by the Tolerance Principle.

## CHAPTER 3

## An Algorithmic Account of Phonological Tiers

The material in this chapter has been presented at the 2022 ACL workshop CMCL, the 2022 MidPhon conference, the 2022 Linguistic Society of America Conference, and the 2023 Penn Linguistic Conference. A version of the chapter is under review at a major linguistics journal.

Phonologists have at times been motivated to posit abstract, graph-like representations of words, sometimes called phonological tiers, in order to more naturally capture long-distance phenomena like vowel and consonant harmony. However, the data structure needed to render dependencies adjacent varies cross-linguistically, and the abstract nature of these representations in comparison to flat, string-like representations has led phonologists to seek justification for their use in phonological theory. In this chapter, we propose an algorithmic, learning-based approach. Our proposed model is grounded in humans' strong proclivity for tracking adjacent dependencies. We demonstrate that a graph-like representation can emerge as the computational consequence of a simple learning procedure that is restricted to only tracking adjacent dependencies. When trained on small amounts of natural language data, the model achieves high accuracy generalizing to held-out test words, while flexibly handling cross-linguistic complexities like neutral segments and blockers. The model also makes precise predictions about human generalization behavior, and these are consistently borne out in artificial language experiments.

### 3.1 Introduction

Phonological theory, and linguistics more broadly, often attempts to interpret apparently longdistance dependencies as being adjacent on some representation. Morphophonological alternations, such as (4)-(6) in chapter $\S 2$ often involve dependencies between segments that are already adjacent. We repeat (4) below as (16). These require no new interpretation for the relevant segments to be adjacent.
(16) [dagz]
[kæts]
[horsəz]
However, the alternations that arise in consonant harmony (Rose and Walker, 2004), consonant dissimilation (Bennett, 2013), and vowel harmony (Van der Hulst, 2016) often involve dependencies between segments that are arbitrarily far away in a string representation. We have demonstrated this with Turkish in (9), and we repeat the facts here. The vowels of Turkish suffixes harmonize with the preceding vowel across intervening consonants. Examples in (17) show the affix vowels alternating between back $\{a, w\}$ and front $\{e, i\}$ to match the [back] value of the preceding vowel. Arbitrary numbers of consonants intervene.

> (17) [dal-lar-win] branch-PL-GEN (Kabak, 2011, p. 3)
> [jer-ler-in] place-PL-GEN (Kabak, 2011, p. 3)
> [ip-ler-in]
> rope-Pl-GEN (Nevins, 2010, p. 28)

A similar phenomena is at play in the Omotic language Aari, where sibilant harmony is at play. This is exemplified in (18) from McMullin (2016, p. 21) (adapted from Hayward 1990). Underlying /s/ (18a) surfaces as [J] when it is preceded by a [-ant] sibilant at any distance (18b).
a. /baP-s-e/ $\rightarrow$ [baise] 'he brought'
b. /Ruf-s-it/ $\rightarrow$ [ Pu $\left.\underline{\int} \int_{i t}\right] \quad$ 'I cooked'



The development of representation-rich theories allowed these to be re-interpreted as being adjacent on some more abstract representation. In particular autosegmental or phonological tiers (Goldsmith, 1976; Clements, 1976, 1980) reduce alternations like these to local interactions on an alternation-relevant tier. We demonstrated this idea in the dissertation's introduction. The new representation is a graph structure, in which a new tier is projected so as to contain a subset of the string's segments. In Turkish (17), the relevant dependencies are local on a projected [+vowel] tier. In Aari (18), a [+sib] tier renders the dependencies local.

The change of representation needed to allow these processes to be viewed as a local process over a tier can vary extensively cross-linguistically, and is not always describable with a simple natural class like [+vowel] or [+sib]. For instance Finnish, like Turkish, exhibits [back] vowel harmony. However, the vowels $\{\mathrm{i}, \mathrm{e}\}$ are neutral: they neither participate in nor block harmony. This is exemplified in (19) (Ringen and Heinämäki, 1999, p. 305), where the vowel in the essive (Ess) case suffix alternates between back $[\alpha]$ and front $[æ]$ depending on the final harmonizing vowel of the
stem (19a), but passing over both consonants and neutral vowels: the affix harmonizes with [+back] [o] not neutral [-back] [i] in (19b).
a. [pøytæ-næ]
[pouta-na]
b. [koti-na]
table-ess
fine weather-ess
home-ESS

In order for this alternation to be reduced to dependencies between adjacent segments, both the consonants and the neutral vowels must be excluded from the tier.

In Latin, default /l/ (20a) dissimilates to [r] when preceded by /l/ across varying distances (20b), but the dissimilation is blocked by an intervening /r/ (20c) or an intervening [-cor] consonant (20d) (examples from Cser 2010, organized following McMullin 2016).
a. nav-alis 'naval'
b. popul-aris 'popular' lun-aris 'lunar'
c. flor-alis 'floral'
d. pluvi-alis 'rainy'
leg-alis 'legal'
Consequently, in addition to [l] and [r], the relevant tier must preserve the [-cor] consonants to block the dissimilation (McMullin, 2016; Burness et al., 2021).

It is clear that no small number of tier representations can render dependencies local across the world's languages, as these examples and others (McMullin and Hansson, 2016; Burness et al., 2021) demonstrate. Moreover, because of the abstractness of these representations in comparison to flat, string representations, phonologists have sought justification for using these representations in phonological theory. Hayes and Wilson (2008) proposed an inductive baseline argument. They developed a model for learning phonotactics ${ }^{1}$ and demonstrated that it cannot learn non-local generalizations unless it is provided the relevant tier projection a priori. Hayes and Wilson concluded that tiers might be necessary for non-local learning, and viewed this results as empirical, learningbased evidence in favor of the use of tiers in phonological theory. Formal-language-theoretic and computational-learning-theory results demonstrates that restricting a learner's hypothesis space to tier-based generalizations allows for proving strong, theoretical learning results (Heinz et al., 2011; McMullin, 2016; Burness and McMullin, 2019). These provide theoretical support for Hayes and

[^8]

Figure 3.1: A visualization of our proposed algorithm running on a toy example of sibilant harmony.

Wilson (2008)'s empirical results. Goldsmith and Riggle (2012) demonstrated that tier representations allow for better compression of linguistic data, and viewed this as statistical justification for the use of tier representations.

In this chapter, we approach the problem from the opposite direction, using our algorithmic approach to demonstrate that tier representations are the natural consequence of a learning algorithm built from the results discussed in § 2.4, which demonstrated that humans have a proclivity for tracking adjacent dependencies.

We propose a computational model (§3.2) that tracks only adjacent dependencies, following the experimental evidence that humans track these more readily than non-adjacent dependencies (see § 2.4). When adjacent dependencies are not predictive of the alternation, the model is left to resort to deleting any adjacent segments that were unpreductive of the alternation. This suggests an iterative algorithm, in which the model iteratively tracks adjacent dependencies, deletes those that do not correctly predict the surface form of the alternating segment, and repeats on the new representation. This is visualized in Fig. 3.1, where we show the algorithm running on a toy example of sibilant harmony. On the first iteration, vowels are adjacent to the alternating sibilants. Because the vowels are underspecified for feature [ant], the sibilant cannot be predicted from them and they are deleted. In the second iteration, the consonants adjacent to the alternating sibilants predict the wrong surface forms, so they are deleted. Finally, in the third iteration, the sibilants are adjacent and can be accurately predicted.

In § 3.3, we discuss prior models for learning non-local phonological dependencies. We then compare our proposed model-and prior models-to human behavior on multiple prior artificial
language experiments in § 3.4. Our proposed model is the only one to match human behavior in all cases. In § 3.5, we evaluate our model at learning natural language, non-local alternations. Our model effectively learns Turkish vowel harmony, Finnish vowel harmony, and Latin liquid dissimilation, with substantially greater test accuracy than prior models. These results demonstrate that the model can handle parasitic harmony (Turkish secondary rounding harmony), neutral segments (Finnish vowel harmony), and blocking segments (Latin liquid dissimilation). The model achieves these results on datasets characteristic of the size of childrens' vocabularies at the time they appear to begin extending harmony to novel words (Altan, 2009). In chapter § 4, we use the model again on a second case study in Turkish, which corroborates the results in this chapter and demonstrates that alternations involving string-adjacent dependencies are a special case where no change of representation is needed. Together, these results suggest that the model provides a cognitively-plausible account of how the robustly-observed human proclivity for tracking adjacent dependencies can lead the mind to construct phonological tiers.

### 3.2 Model Description

Our model is called D2L for Distant To Local because it learns non-local alternations by automatically constructing a tier that exposes distant dependencies as local. D2L takes as input a set $V$ of (UR, SR) input-output pairs. D2L computes the segments $A$ that alternate in $V$, and then attempts to account for this alternation in terms of segments adjacent to the alternating segments. If this fails, D2L deletes the adjacent segments that failed to account for the alternation and tries again. This process iterates until an adequate generalization is discovered or until no more segments can be deleted.

In § 3.2.1, we describe the structure of D2L's generalizations: how they project a tier and how the surface form of alternating segments is predicted from adjacent segments. Then in § 3.2.2, we describe how D2L automatically constructs such generalizations.

When published as a journal article, we will make our code and data publicly available.

### 3.2.1 The Structure of Generalizations

D2L learns a local rule, from which the surface form of alternating segments (the rule's target) can be predicted from left-adjacent or right-adjacent segments after a (possibly empty) set of segments has been deleted. Consequently, we characterize a generalization as the composition of a local rule with the a tier projection (21). The tier $T \subseteq \Sigma$ is a subset of the segment inventory $\Sigma$, and $x=x_{i}, \ldots, x_{n}$ is an input sequence.

## (21) $g(x)=r_{\text {adj }} \circ \operatorname{proj}(x, T)$

Clearly, the $\operatorname{proj}(\cdot, T)$ can interchangeably be viewed as creating a new sequence in which only segments in $T$ are preserved, or as creating a new sequence in which all segments not in $T$ are deleted. Consequently, it will sometimes be useful to refer to the complement of $T$ as the deletion set $D \triangleq \Sigma \backslash T$. Thus, tier projection is an erasing function (Heinz et al., 2011), which creates a new sequence $t_{1}, \ldots, t_{m}$, where every segment $x_{i} \notin T$ is deleted. The tier-segments are annotated with their indices in the original sequence so that the results of the rule application can be written to the correct position in the output sequence. For instance, a [+sib] tier projection is shown in (22) for a hypothetical input. We use '<•>' to denote a tier projection. The superscripts denote the annotation of each sibilant's position in the input sequence.

$$
\begin{equation*}
\operatorname{proj}\left(/ \int \text { oku-s-is } /,[+\operatorname{sib}]\right)=\left\langle\int{ }^{(1)} \mathrm{S}^{(5)} \mathrm{s}^{(7)}\right\rangle \tag{22}
\end{equation*}
$$

Once the tier is projected, the local rule $r_{\text {adj }}$ applies over it. This $r_{\text {adj }}$ has the structure of an SPE ${ }^{2}$ (Chomsky and Halle, 1968) rule with either a left (23a) or a right context (23b).
a. $A \rightarrow B / C$
b. $A \rightarrow B / \_C$

In this chapter, $A \rightarrow B$ can either be $\operatorname{Agree}(A, \mathcal{F})$, which sets $A$ 's features $f \in \mathcal{F}$ to match those in $C$, or $\operatorname{Disagree}(A, \mathcal{F})$, which sets them to the opposite of $C$ 's. This follows Nevins (2010) in drawing analogy to syntactic Agree (Chomsky, 2001b,a). We discuss this point further in the dissertation's conclusion (§ 7.3.7). This brings the rule schemas to those in (24).
a. $\operatorname{Agree}(A, \mathcal{F}) / C_{-}$
$\operatorname{Agree}(A, \mathcal{F}) / \_C$
b. $\operatorname{Disagree}(A, \mathcal{F}) / C$
$\operatorname{Disagree}(A, \mathcal{F}) / \_C$
An example sibilant harmony rule is (25).

$$
\begin{equation*}
g(x)=\operatorname{AgreE}([+\operatorname{sib}],\{\operatorname{ant}\}) /[+\operatorname{sib}] \ldots \circ \operatorname{proj}(x,[+\operatorname{sib}]) \tag{25}
\end{equation*}
$$

Because harmony patterns tend to spread (Nevins, 2010; Burness et al., 2021), the rules apply iteratively. If the rule has a left-context, it applies left-to-right; otherwise it applies right-to-left. If one wishes to learn non-iterative processes, the model can straight-forwardly be extended by applying rules simultaneously instead of iteratively.

The output sequence is generated by copying every non-tier element to the output directly, and copying every tier element to the output position corresponding to its annotated index. Example

[^9](26) shows the sibilant rule (25) applying to a hypothetical input—underlines show the rule applications. The annotated indexes are a shorthand for the graph structure, demonstrated in (3) of the dissertation's introduction, which is implied by the indexes.

The restriction of operations to Agree and Disagree and the context to either a single position to the left or right is to keep the model and its discussion succinct. To handle epenthesis, deletion, and contexts larger than a single segment (e.g., intervocalic voicing), D2L could use the more general rule structures of PLP in § 5.

For the interested reader, the appendix includes discussions of connections with search-and-copy accounts of vowel harmony (§ A.1.1) and what D2L's generalizations correspond to in formal-language-theoretic accounts of phonology (§ A.1.2). § 7.3.7 discusses possible connections to syntactic Agree.

### 3.2.1.1 Examples and Expressivity

These tier-based generalizations can express a wide range of behaviors, including transparency, parasitic harmony, and blocking.

Transparent segments do not participate in an alternation. For example, as described in § 3.1, the Finnish vowels $\{i, e\}$ are transparent in vowel harmony (19). This can be expressed by excluding the neutral vowels from the tier $T=[-$ cons $] \backslash\{i, e\}$. Since all tier vowels harmonize, and $r_{\text {adj }}$ applies over the tier projection, the context can be $C=[-$ cons $]$. This is stated in (27), where $A=$ [?back] targets vowels unspecified for [back], causing them to harmonize with a vowel to the left on the tier, which includes all vowels except $\{i, e\}$.
(27) $\operatorname{AgreE}([?$ back $],\{$ back $\}) /[-$ cons $] \ldots \circ \operatorname{proj}(\cdot,[-$ cons $] \backslash\{i, e\})$

For example, if the ESS suffix vowel in [koting] 'home'-ESS from (19b) is underlyingly underspecified for [back], rule (27) would derive the surface form as in (28). Here /A/ is the /-round,+low,?back/ vowel, which alternates between [+back] [a] and [-back] [æ].

$$
\begin{equation*}
\left./ \text { koti-nA/ } \rightarrow\left\langle 0^{(2)} \mathrm{A}^{(6)}\right\rangle \rightarrow\left\langle\underline{\mathrm{o}^{(2)} \mathrm{a}^{(6)}}\right\rangle \rightarrow \text { [koting}\right] \tag{28}
\end{equation*}
$$

In parasitic harmony, segments only harmonize with respect to some feature when they agree in another feature. In Kachin Khakass, only [+high] \{i, u, y, u\} suffixal vowels undergo rounding harmony, and only with [+high] stem vowels (29a). They fail to harmonize with [-high] \{e, $\varnothing, a$, o\} stem vowels (29b) and [-high] suffixal vowels never harmonize (29c). The following examples come from Korn (1969) and Burness et al. (2021, p. 18).
a. [kyn-ny] 'day-ACC'
[kuf-tun] 'of the bird'
b. [ok-tum] 'of the arrow'
c. [kyn-ge] 'to the day'
[pol-za] 'if he is'
This can be captured by including only [+high] vowels on the tier: $T=[+h i g h,-c o n s]$ as in (30). The context can again be [-cons] since the tier already excludes [-high] vowels.
(30) $\operatorname{Agree}([$ ?round $],\{$ round $\}) /[-$ cons $] ~ \ldots ~ \circ \operatorname{proj}(\cdot,[+$ high, - cons $])$

In some cases, such as Turkish secondary rounding harmony (see § 3.5.1), [+high] vowels undergo rounding harmony with vowels of any height. This can be expressed by including all vowels on the tier, while excluding [-high] vowels from the target (31). ${ }^{3}$

$$
\begin{equation*}
\operatorname{AGREE}([- \text { high, } \text { ?round }],\{\text { round }\}) /[-\operatorname{cons}] \ldots \circ \operatorname{proj}(\cdot,[- \text { cons }]) \tag{31}
\end{equation*}
$$

In some cases, harmony or dissimilation is blocked by some segments. For example, in Khalkha Mongolian (Nevins, 2010, p. 137) (32) the rounding harmony in (32a) is blocked by the [+round] vowels $\{u, v\}$ (32b).
a. [tor-o:d]
[무-oㅁ. d]
b. [tor-u:l-e:d]
[эr-v:l-a:d]
'be.born-PERF'
'enter-PERF'
'be.born-CAUS-PERF'
'enter-CAUS-PERF'

Critically, the PERF affix vowels $\{\mathrm{e}, \mathrm{a}\}$ in (32b) are [-round], implying that they do not harmonize opaquely with the [+round] $\{u, v\}$ blockers. This blocking can be expressed by including [+round] on the tier, but excluding [+round] from the context (33).

$$
\begin{equation*}
\operatorname{Agree}([? \text { round }],\{\text { round }\}) /[- \text { round }] \ldots \circ \operatorname{proj}(\cdot,[- \text { cons }]) \tag{33}
\end{equation*}
$$

This must be combined with a default [-round] value to account for [-round] vowels surfacing in (32b) when harmony is blocked. We discuss discovering defaults in § 3.2.2.3.

[^10]
### 3.2.2 Learning

D2L follows the steps in (34). The cases of assimilation and dissimilation are symmetrical. For clarity, we describe D2L in the context of assimilation, and discuss in § 3.2.2.4 how D2L automatically infers whether the alternation is assimilatory or dissimilatory.
(34) Input: (UR, SR) pairs $V$ and a set of segments $A$ that alternate on features $\mathcal{F}$

1. Initialize tier $T=\Sigma$ (equivalently deletion set $D=\emptyset$ )
2. While $T \neq \emptyset$ do
3. $-g_{l}=\operatorname{Agree}(A, \mathcal{F}) / C_{l-} \circ \operatorname{proj}(\cdot, T)$
4. $-g_{r}=\operatorname{AGReE}(A, \mathcal{F}) / \_C_{r} \circ \operatorname{proj}(\cdot, T)$
5. $-g=\arg \max _{g \in\left\{g_{l}, g_{r}\right\}} \operatorname{acc}(g, V)$
6.     - If $\operatorname{sat}(g, V)$ then
7.     - Return $g$
8.     - Remove from $T$ segments adj. to $A$ on $T$ that cannot account for the alternation

The input to D2L is a set of input-output (UR, SR) pairs, such as (35a), where we use /S/ for alternating sibilants. ${ }^{4}$ The alternating segments, $A$, and what features they alternate on, $\mathcal{F}$, can be directly computed from discrepancies between these inputs and outputs (35b). In (35a), since sometimes $/ \mathrm{S} / \rightarrow[\mathrm{S}]$ and sometimes $/ \mathrm{S} / \rightarrow[\mathrm{s}]$, 'S' $\in A$ and 'ant' $\in \mathcal{F}$. In our presentation of D2L, we treat alternating segments as underlyingly underspecified (e.g. /S/). This is likely not crucial to D2L, which can also operate over fully specified default forms (e.g. /s/). Chapter § 4 provides a hypothesized account of how underlying forms are constructed.

We will use (35) as a toy example throughout our presentation of D2L. The (UR, SR) pairs are (35a) and the alternating segments and features are (35b).

> a. / Joku-S-iS/ $\rightarrow$ [Jokufif]
> /ap $\int a-S / \rightarrow\left[a p \int a f\right]$
> $/ \int u n-i S / \rightarrow\left[\int u n i f\right]$
> /soki-S/ $\rightarrow$ [sokis]
> /simo-S-iS/ $\rightarrow$ [simosis]
> /ut-S/ $\rightarrow$ [uts]
> b. $A=\{\mathrm{S}\}, \mathcal{F}=\{$ ant $\}$

Initially no segments are deleted, so $T=\Sigma$ (34; step 1). After initialization, D2L enters the while-loop (34; step 2) and constructs left and right rules (34; step 3)-(34; step 4). To do so, the

[^11]sets $C_{l} / C_{r}$ are constructed to contain every segment tier-adjacent (on the left for $g_{l}$ and the right for $g_{r}$ ) to an alternating segment. For the words in (35), the first left and right rules are those in (36) because the segments to the left of $/ S /$ are $\{u, i, a, o, t\}$ and to the right of $/ S / \operatorname{are}\{i, \ltimes\}$, where ' $\ltimes$ ' denotes a right word boundary.
(36) Tier, deletion set, and rules at the first iteration
\[

$$
\begin{aligned}
& T=\Sigma, D=\emptyset \\
& g_{l}=\operatorname{AgREE}(\{\mathrm{S}\},\{\text { ant }\}) /\{\mathrm{u}, \mathrm{i}, \mathrm{a}, \mathrm{o}, \mathrm{t}\} \_\circ \operatorname{proj}(\cdot, \Sigma) \\
& g_{r}=\operatorname{AgREE}(\{\mathrm{S}\},\{\operatorname{ant}\}) / \_\{\mathrm{i}, \ltimes\} \circ \operatorname{proj}(\cdot, \Sigma)
\end{aligned}
$$
\]

The accuracy of these rules is then computed ( 34 ; step 5) and the more accurate rule is checked to see if it is a sufficiently good generalization (34; step 6)

### 3.2.2.1 Computing Accuracy and Rule Quality

The accuracy of a rule $g$ is straight-forwardly defined (37c) as the number of correct predictions made by $g$ over the training instances $V(37 \mathrm{~b})$ divided by its total number of predictions over the training instances (37a).
a. $n(g, V) \triangleq$ number of $g$ 's predictions over $V$
b. $c(g, V) \triangleq$ number of $g$ 's correct predictions over $V$
c. $\operatorname{acc}(g, V) \triangleq \frac{c(g, V)}{n(g, V)}$

Since rules are applied iteratively, the number of applications and correct applications are computed iteratively as well. Thus, the sibilant harmony rule (38a), which states that underlying / S/ should agree in anteriority with the preceding sibilant (after projecting a [+sib] tier), has two applications (both correct) over the input (38b). We denote rule applications with underlines.
a. $\operatorname{Agree}(\{\mathrm{S}\},\{\mathrm{ant}\}) /[+\mathrm{sib}] \ldots \circ \operatorname{proj}(x,[+\mathrm{sib}])$
b. / $\int \mathrm{oku}-\mathrm{S}-\mathrm{iS} / \rightarrow\left\langle\int^{(1)} \mathrm{S}^{(5)} \mathrm{S}^{(7)}\right\rangle \rightarrow\left\langle\underline{\left.\int^{(1)} \int^{(5)} S^{(7)}\right\rangle \rightarrow\left\langle\int^{(1)} \underline{\int^{(5)} \int^{(7)}}>\rightarrow\left[\int \mathrm{oku} \mathrm{i} \mathrm{i}\right]\right.}\right.$
(+1)
(+1)

An application is considered incorrect if either (a) it predicts the incorrect surface form, or (b) the target cannot Agree/Disagree with the contextual segment due to the relevant feature being unspecified. For example, consider rule (39a), which states that underlying /S/ should agree in anteriority with the preceding consonant. This rule will make a correct prediction for /ap $\int a-\mathrm{S} / \rightarrow$ [ap $\int a f$ ] in (39b), since the underlying /S/ taking its anteriority from / $/ /$ indeed leads to it correctly surfacing as [J]. However, for /Jun-iS/ $\rightarrow$ [ $\left.\int \mathrm{uni} \int\right]$, /S/ harmonizing with [+ant] [ n$]$ will lead to incorrect surface form [+ant] [s] (39c).
a. $\operatorname{Agree}(\{\mathrm{S}\},\{$ ant $\}) /[+$ cons $] \ldots \circ \operatorname{proj}(\cdot,[+$ cons $])$
b. /ap $\int \mathrm{a}-\mathrm{S} / \rightarrow\left\langle\mathrm{p}^{(2)} \int^{(3)} \mathrm{S}^{(5)}\right\rangle \rightarrow\left\langle\mathrm{p}^{(2)} \underline{\left.\rho^{(3)} \int^{(5)}\right\rangle \rightarrow\left[\operatorname{ap} \int a \int\right] \downarrow}\right.$
c. /fun-iS/ $\rightarrow\left\langle\int^{(1)} \mathrm{n}^{(3)} \mathrm{S}^{(5)}\right\rangle \rightarrow\left\langle\int^{(1)} \underline{\mathrm{n}^{(3)} \mathrm{S}^{(5)}}\right\rangle \rightarrow\left[\int\right.$ unis $] \boldsymbol{X}$

A rule like (40a), which states that /S/ should agree in anteriority with the preceding vowel (all segments $\Sigma$ projected), will produce an error on /ap $\int a-\mathrm{S} / \rightarrow *\left[a p \int a S\right]$ for the latter reason: /S/ cannot take the feature value for [ant] from /a/, assuming vowels are not specified for consonantal features.
a. $\operatorname{Agree}(\{S\},\{$ ant $\}) /[- \text { cons }]_{\ldots} \circ \operatorname{proj}(\cdot, \Sigma)$
b. /ap $\int \mathrm{a}-\mathrm{S} / \rightarrow\left\langle\mathrm{a}^{(1)} \mathrm{p}^{(2)} \int^{(3)} \mathrm{a}^{(4)} \mathrm{S}^{(5)}>\rightarrow\left\langle\mathrm{a}^{(1)} \mathrm{p}^{(2)} \int^{(3)} \mathrm{a}^{(4)} \mathrm{S}^{(5)}>\rightarrow\left[a p \int \mathrm{aS}\right] \boldsymbol{x}\right.\right.$

Thus, for vocabulary (35), rule (39a) makes a correct prediction for only the sibilants preceded by a consonant that correctly predicts the surface form for $/ \mathrm{S} /$. This is shown in (41), where [+ant] $=\{\mathrm{n}, \mathrm{t}, \mathrm{d}, \mathrm{s}\}$ and $[-\mathrm{ant}]=\{\mathrm{b}, \mathrm{p}, \mathrm{m}, \mathrm{k}, \mathrm{g}, \mathrm{f}\}$ (**' marks errors).

$$
\begin{align*}
& \text { /Soku-S-iS/ } \rightarrow\left\langle\int^{(1)} \mathrm{k}^{(3)} \mathrm{S}^{(5)} \mathrm{S}^{(7)}\right\rangle \rightarrow\left\langle\int^{(1)} \underline{\mathrm{k}^{(3)} \int^{(5)}} \mathrm{S}^{(7)}\right\rangle \rightarrow\left\langle\int^{(1)} \mathrm{k}^{(3)} \underline{f^{(5)} \int^{(7)}}\right\rangle  \tag{41}\\
& \rightarrow \text { [Jokufif] }
\end{align*}
$$

$$
\begin{aligned}
& \text { /fun-iS/ } \rightarrow\left\langle\int^{(1)} \mathrm{n}^{(3)} \mathrm{S}^{(5)}\right\rangle \rightarrow\left\langle\int^{(1)} \underline{\mathrm{n}^{(3)} \mathrm{S}^{(5)}}\right\rangle \rightarrow\left[\int \text { uni }^{*} \mathrm{~s}\right] \\
& \text { /soki-S/ } \rightarrow\left\langle\mathrm{S}^{(1)} \mathrm{k}^{(3)} \mathrm{S}^{(5)}\right\rangle \rightarrow\left\langle\mathrm{S}^{(1)} \mathrm{k}^{(3)} \mathrm{f}^{(5)}\right\rangle \rightarrow\left[\text { soki*}{ }^{*}\right]
\end{aligned}
$$

$$
\begin{aligned}
& \rightarrow\left[\operatorname{simo}^{*} \int \mathrm{i}^{*} \mathrm{f}\right] \\
& \text { /ut-S/ } \rightarrow\left\langle\mathrm{t}^{(2)} \mathrm{S}^{(3)}\right\rangle \rightarrow\left\langle\underline{\mathrm{t}^{(2)} \mathrm{S}^{(3)}}>\rightarrow\right. \text { [uts] }
\end{aligned}
$$

There are 8 instances of $/ \mathrm{S} /$, and (39a) predicted the correct surface form for 4 of these. Thus, $n(g, V)=8, c(g, V)=4$, and $\operatorname{acc}(g, V)=4 / 8=1 / 2$.

The function $\operatorname{sat}(g, V)$ is a boolean function that returns 'True' iff $g$ is satisfactorily accurate over the training data V. We use the Tolerance Principle of Yang (2016) as the criterion due to its cognitive basis and prior success in computational modeling, lexical, and experimental studies, reviewed in § 2.5. Recall that the Tolerance Principle hypothesizes that learners accept a linguistic generalization when it is cognitively more efficient to do so, and provides a quantitative, categorical threshold for this tipping point in terms of the generalization's scope and how many exceptions it has (see Yang 2016, ch. 3 for the threshold's derivation). When the threshold is met and a generalization accepted, the exceptions to the generalization can be lexicalized. In the current work, using the Tolerance Principle for evaluating generalizations is achieved—in terms of (37)—via (42).

$$
\begin{equation*}
\operatorname{sat}(g, V) \triangleq n(g, V)-c(g, V) \leq \frac{n(g, V)}{\ln n(g, V)} \tag{42}
\end{equation*}
$$

For the initial rules (36), both $g_{l}$ and $g_{r}$ make $n\left(g_{l}, V\right)=n\left(g_{r}, V\right)=8$ predictions over the vocabulary (35), because there are 8 underlying /S/'s. The left rule in (36) makes only 1 correct prediction: /unt-S/ $\rightarrow$ [unts]; the remaining 7 predictions error because the underlying /S/'s cannot harmonize with adjacent vowels. The right rule in (36) makes no correct predictions. Thus, $\operatorname{acc}\left(g_{l}, V\right)=1 / 8$ and $\operatorname{acc}\left(g_{r}, V\right)=0 / 8$. Since the former is more accurate, it is chosen (34; step 5). However, since $8-1>8 / \ln 8$ (i.e., $7>3.85$ ), sat $(g, V)=$ 'False' at ( 34 ; step 6 ), and the tier must be updated.

### 3.2.2.2 Updating the Tier

In order for the rule to apply to them, the alternating segments $A$ must always be preserved on the tier. Moreover, any segment currently tier-adjacent to an alternating segment from which the correct surface form cannot be computed cannot be on the tier if the alternation is to be predictable from adjacent dependencies. Consequently, these unuseful segments, which are present in the context sets $C_{l}$ and $C_{r}$, are added to the deletion set $D$ (43).
(43) $D \cup\left\{s \in C_{l} \cup C_{r}\right.$ : agreeing with $s$ is not possible or yields the wrong surface form $\}$

In our example, $\{\mathrm{u}, \mathrm{i}, \mathrm{a}, \mathrm{o}\} \cup\{\mathrm{i}, \ltimes\}$ are added to $D$. The segment $\{\mathrm{t}\}$ is not added because agreeing $/ \mathrm{S} /$ to $/ \mathrm{t} /$ correctly yields $[\mathrm{s}]$. For segments that do not occur tier-adjacent to an alternating segment (e.g., /k/) or yield the correct surface form (e.g., [+ant] /t/ adjacent to an $/ \mathrm{S} /$ that surfaces as [+ant] [s]), no conclusion can be drawn about whether they should be on the tier or off it. Thus, D2L takes the smallest natural class that contains all of $D$ but none of $A$, and removes this from the tier (44) at (34; step 8).

$$
\begin{equation*}
T \backslash \arg \min _{\{\text {nat class } N: D \subseteq N \wedge A \cap N=\emptyset\}}|N| \tag{44}
\end{equation*}
$$

The arg min ranges over natural classes, ${ }^{5}$ each of which we refer to with $N$. The condition $D \subseteq N$ requires that all segments to be deleted $(D)$ are included in the natural class $(N)$, so that they are excluded from the tier. The condition $A \cap N=\emptyset$ requires that no alternating segments $(A)$ are included in $N$, so that they are preserved on the tier. The arg min returns the smallest natural class satisfying these conditions $(|N|$ is the size of $N)$.

If no such natural class exists, it removes $D$ verbatim, allowing for idiosyncratic tiers that do not fit neatly into a natural class. In our example, both [+cons] and [+sib] include $A=\{\mathrm{S}\}$ and exclude $D=\{\mathrm{u}, \mathrm{i}, \mathrm{a}, \mathrm{o}, \ltimes\}$, so $N$ in (44) ranges over their complements [ - cons] and [ -sib ]. The class [-cons] is smaller (only the vowels) than [-sib] (both vowels and non-sibilant consonants), so

[^12][-cons] is deleted; equivalently $T=[+$ cons]. This yields the tier projections shown in (45c), from which the rules (45d) are derived in the second iteration of the while loop.

Deletion set, tier, tier projections, and rules at the second iteration
a. $D=\{\mathrm{u}, \mathrm{i}, \mathrm{a}, \mathrm{o}, \ltimes\}$
b. $T=[+$ cons $]$
c. $/$ Soku-S-iS/ $\rightarrow\left\langle\int^{(1)} \mathrm{k}^{(3)} \mathrm{S}^{(5)} \mathrm{S}^{(7)}\right\rangle$

$$
\begin{aligned}
& \text { /ap } \int a-\mathrm{S} / \rightarrow\left\langle\mathrm{p}^{(2)} \int^{(3)} \mathrm{S}^{(5)}\right\rangle \\
& \text { /fun-iS/ } \rightarrow\left\langle\int^{(1)} \mathrm{n}^{(3)} \mathrm{S}^{(5)}\right\rangle \\
& \text { /soki-S/ } \rightarrow\left\langle\mathrm{s}^{(1)} \mathrm{k}^{(3)} \mathrm{S}^{(5)}\right\rangle \\
& \text { /simo-S-iS/ } \rightarrow\left\langle\mathrm{S}^{(1)} \mathrm{m}^{(3)} \mathrm{S}^{(5)} \mathrm{S}^{(7)}>\right. \\
& \text { /ut-S/ } \rightarrow\left\langle\mathrm{t}^{(2)} \mathrm{S}^{(3)}>\right.
\end{aligned}
$$

d. $g_{l}=\operatorname{Agree}(\{\mathrm{S}\},\{\mathrm{ant}\}) /\left\{\mathrm{k}, \mathrm{S}, \int, \mathrm{n}, \mathrm{m}, \mathrm{t}\right\} \ldots \circ \operatorname{proj}(\cdot,[+\mathrm{cons}])$
$g_{r}=\operatorname{Agree}(\{S\},\{$ ant $\}) / \_\{S, \ltimes\} \circ \operatorname{proj}(\cdot,[+$ cons $])$
The sets $C_{l}=\left\{\mathrm{k}, \mathrm{S}, \int, \mathrm{n}, \mathrm{m}, \mathrm{t}\right\}$ and $C_{r}=\{\mathrm{S}, \ltimes\}$ are computed from the segments to the left and right of the alternating /S/ on the [+cons] tier. The new rules $g_{l}$ and $g_{r}$ again apply to all $8 / \mathrm{S} /$ segments, so $n\left(g_{l}, V\right)=n\left(g_{r}, V\right)=8$. The right rule $g_{r}$ makes 0 correct predictions because $/ \mathrm{S} /$ cannot harmonize with ' $\ltimes$ ' or a right-adjacent $/ \mathrm{S} /$ that also is not specified for anteriority. The left rule makes 4 correct predictions, as shown in (46): 2 on the first word, 1 on the second, and 1 on the last word ('*' marks errors).

$$
\begin{align*}
& \text { / } \int \text { oku-S-iS/ } \rightarrow\left\langle\int^{(1)} \mathrm{k}^{(3)} \mathrm{S}^{(5)} \mathrm{S}^{(7)}\right\rangle \rightarrow\left\langle\int^{(1)} \underline{\mathrm{k}^{(3)} \int^{(5)}} \mathrm{S}^{(7)}\right\rangle \rightarrow\left\langle\int^{(1)} \mathrm{k}^{(3)} \underline{\left.f^{(5)} \int^{(7)}\right\rangle}\right.  \tag{46}\\
& \rightarrow \text { [Jokufif] } \\
& \text { /ap } \int a-S / \rightarrow\left\langle\mathrm{p}^{(2)} \int^{(3)} \mathrm{S}^{(5)}>\rightarrow\left\langle\mathrm{p}^{(2)} \mathrm{f}^{(3)} \int^{(5)}>\rightarrow\right. \text { [apfaf] }\right. \\
& \text { /fun-iS/ } \rightarrow\left\langle\int^{(1)} \mathrm{n}^{(3)} \mathrm{S}^{(5)}\right\rangle \rightarrow\left\langle\int^{(1)} \underline{\mathrm{n}^{(3)} \mathrm{S}^{(5)}}\right\rangle \rightarrow\left[\int \mathrm{uni}^{*} \mathrm{~s}\right] \\
& \text { /soki-S/ } \left.\rightarrow\left\langle\mathrm{S}^{(1)} \mathrm{k}^{(3)} \mathrm{S}^{(5)}\right\rangle \rightarrow\left\langle\mathrm{S}^{(1)} \mathrm{k}^{(3)} \mathrm{f}^{(5)}\right\rangle \rightarrow \text { [soki}{ }^{*} \int\right]
\end{align*}
$$

$$
\begin{aligned}
& \rightarrow\left[\operatorname{simo}^{*} \mathrm{i}^{*}{ }^{*} \mathrm{f}\right] \\
& \text { /ut-S/ } \rightarrow\left\langle\mathrm{t}^{(2)} \mathrm{S}^{(3)}\right\rangle \rightarrow\left\langle\underline{\mathrm{t}^{(2)} \mathrm{S}^{(3)}}\right\rangle \rightarrow \text { [uts] }
\end{aligned}
$$

The successes are when the tier-adjacent consonants $\left\{k, \int, \mathrm{t}\right\}$ match the surface anteriority of $/ S /$, and the errors are when $\{n, k, m\}$ do not. Since $4>8 / \ln (8)$, the rule is still not sufficiently accurate, according to the Tolerance Principle threshold (42). Since the segments $\{\mathrm{n}, \mathrm{k}, \mathrm{m}\}$ led to incorrect predictions, they are added to $D$, yielding $D=\{\mathrm{u}, \mathrm{i}, \mathrm{a}, \mathrm{o}, \mathrm{n}, \mathrm{k}, \mathrm{m}, \ltimes\}$. The natural class [+cons] no longer separates $A=\{\mathrm{S}\}$ from $D=\{\mathrm{u}, \mathrm{i}, \mathrm{a}, \mathrm{o}, \mathrm{n}, \mathrm{k}, \mathrm{m}, \ltimes\}$, because $D$ now contains vowels and consonants. However, [ +sib ] does separate $A$ and $D$, so $T=[+\operatorname{sib}]$ is set at ( 34 ; step 8 ), yielding (47).
(47)

Deletion set and tier at the third iteration
$D=\{\mathrm{u}, \mathrm{i}, \mathrm{a}, \mathrm{o}, \mathrm{n}, \mathrm{k}, \mathrm{m}, \ltimes\}$
$T=[+\mathrm{sib}]$
At the third iteration, the new left rule (48a), which projects a [+sib] tier, correctly predicts all the surface forms (48b) except for /ut-S/, where it fails to apply because there is no stem sibilant (i.e., the rule underextends). When this happens, D2L attempts to infer a default form for the alternating segment, as discussed in the next section (§ 3.2.2.3). The right rule $g_{r}$ will have zero accuracy for the same reason as the prior iteration, so the left rule is evaluated under the Tolerance Principle at ( 34 ; step 6). Since $g_{l}$ applies to only the first 7 instances of /S/ (the 8th being handled by the default case, as we discuss next), $n\left(g_{l}, V\right)=7$. As shown in (48b), the rule predicts the correct surface form in all 7 cases, so $c\left(g_{l}, V\right)=7$. Since $0 \leq 7 / \ln 7$, this rule is accepted and returned ( 34 ; step 7 ).
(48) Successful rule and its predictions at the third iteration
a. $g_{l}=\operatorname{Agree}(\{\mathrm{S}\},\{$ ant $\}) /\left\{\mathrm{s}, \int\right\} \ldots \circ \operatorname{proj}(\cdot,[+\mathrm{sib}])$
b. /Soku-S-iS/ $\rightarrow\left\langle\int^{(1)} S^{(5)} S^{(7)}>\rightarrow\left\langle\int^{(1)} \int^{(5)} S^{(7)}>\rightarrow\left\langle\int^{(1)} \underline{\int^{(5)} \int^{(7)}}>\rightarrow\right.\right.\right.$ [Jokufif] /ap.a-S/ $\rightarrow\left\langle\int^{(3)}\right.$ S $^{(5)}>\rightarrow\left\langle\int^{(3)} \int^{(5)}\right\rangle \rightarrow$ [apfaf] /Jun-iS/ $\rightarrow\left\langle\int^{(1)}\right.$ S $\left.^{(5)}\right\rangle \rightarrow\left\langle\underline{\int^{(1)} \int^{(5)}}\right\rangle \rightarrow$ [Junif] /soki-S/ $\rightarrow\left\langle\mathrm{S}^{(1)} \mathrm{S}^{(5)}\right\rangle \rightarrow\left\langle\underline{\mathrm{S}^{(1)} \mathrm{S}^{(5)}}\right\rangle \rightarrow$ [sokis] /simo-S-iS/ $\rightarrow\left\langle\mathrm{S}^{(1)} \mathrm{S}^{(5)} \mathrm{S}^{(7)}\right\rangle \rightarrow\left\langle\underline{\mathrm{S}^{(1)} \mathrm{S}^{(5)}} \mathrm{S}^{(7)}\right\rangle \rightarrow\left\langle\mathrm{S}^{(1)} \underline{\mathrm{S}^{(5)} \mathrm{S}^{(7)}}\right\rangle \rightarrow$ [simosis] /ut-S/ $\rightarrow\left\langle S^{(3)}\right\rangle \rightarrow\left[\right.$ ut $\left.^{*} \mathrm{~S}\right]$

### 3.2.2.3 Default Values

When a candidate rule underextends, D2L takes the set of alternating segments that the rule does not account for and computes the set of surface realizations of those underextensions. If they do not alternate, the surface form is taken as the default. For instance, the rule (48a) underextends for the affix sibilant in /ut-S/, which surfaces as [s] (48b). Taking [s] as the default form for /S/ works, since there are no underextensions of (48a) where /S/ surfaces as anything else. If there were such underextensions, D2L would reject the candidate rule and continue the while-loop.

As another example, when Finnish stems contain only neutral vowels, alternating affix vowels are usually [-back] by default (Ringen and Heinämäki, 1999). For example, the essive affixal vowel, which alternated between [+back] [a] and [-back] [æ] in (19) surfaces as [-back] [æ] when the stem contains only the neutral vowel [e] (49).
(49) [velje-næ] road-ess (Nevins, 2010, p. 76)

A [back] harmony rule like (27), which excludes neutral vowels $\{i, e\}$ from the tier, will underextend to words like (49) with only neutral vowels. However, because these underextensions
consistently surface as [-back] vowels, D2L infers this as the default.

### 3.2.2 4 Assimilation vs. Dissimilation

From observing a segment that alternates, a learner will not immediately know whether the alternation is due to assimilation or dissimilation. However, attempting to account for an assimilatory alternation by dissimilating from something in the phonological environment (or vice versa) is highly unlikely to yield a productive generalization. Thus, figuring out whether an alternation is assimilatory or dissimlatory should not present a serious challenge to learning. Consequently, we run the D2L algorithm (34) twice in parallel—one searching for an assimilatory rule and one searching for a dissimlatory rule. When searching for an assimilatory rule, $g_{l}$ and $g_{r}$ are constructed with Agree, and when searching for dissimlatory rule, they are constructed with Disagree. All other aspects are identical. In most conceivable cases, only one search will yield a productive generalization, in which case the generalization from the successful search is chosen. In the unlikely case that both searches yield a generalization, the more accurate one is chosen. We never observed this scenario in any of our experiments.

The reason it is necessary to take this approach, instead of expanding (34; step 3)-(34; step 4) to include two more rules (i.e., left and right dissimilatory rules), is that it is not possible to maintain a single deletion set for both assimilation and dissimilation. In assimilation, the segments to delete are those that assimilating with yields the wrong surface form; in dissimilation they are those that dissimilating from yields the wrong surface form. Running D2L twice in parallel allows for maintaining these two, distinct deletion sets.

### 3.2.3 Strict Locality as a Special Case

Since D2L starts with an empty deletion set, a strictly-local alternation-one determined by string-adjacency-will be discovered on the first iteration of the algorithm. Consequently, D2L is a unified model for learning both local and non-local alternations. This fact has been recognized in tier-based accounts of non-locality (e.g., McMullin 2016).

### 3.3 Prior Models

Prior models for learning non-local phonological generalizations have mostly focused on phonotactics. In contrast, D2L is focused on alternations. We group prior models into statistical, § 3.3.1, formal-language-theoretic § 3.3.2, and neural network § 3.3.3 models.

### 3.3.1 Statistical Models

Hayes and Wilson (2008) demonstrated that an inductive baseline phonotactic learner sensitive to only fixed-length sequences failed to learn phonotactic constraints for long-distance patterns. If provided a projection of the data onto a relevant tier, the model was then able to learn relevant phonotactic constraints on that tier. However, the model did not learn what tier to project. Gouskova and Gallagher (2020) extended the Hayes and Wilson (2008) model to automatically learn projections. The authors observed that many non-local dependencies, despite being arbitrarily far away in principle, often occur within a window of three segments (i.e., a trigram). Their model uses Hayes and Wilson (2008) to extract baseline phonotactic constraints. Some of these constraints are trigram constraints of the form $* \mathrm{X}[] \mathrm{Y}$, where X and Y are sets of segments, and [] allows any segment to intervene. Gouskova and Gallagher (2020)'s model then uses these trigram constraints to project a tier, over which additional constraints are learned. The tier it constructs is the smallest natural class that contains the segments from both X and Y , so that both X and Y are preserved on the tier. For example for the data in (35a)—surface forms reproduced in (50)-if the absence of non-harmonizing sibilant trigrams is sufficiently statistically conspicuous, then the Hayes and Wilson (2008) model may learn the constraints *[s][][5] and *[J][][s].

```
(50) \([\) [Joku ji\(]]\)
    [apfaf]
    [Junif]
    [sokis]
    [simosis]
    [uts]
```

The smallest natural class containing both [s] and [J] is [+sib], so Gouskova and Gallagher (2020)'s model would then project the [+sib] tier and re-apply Hayes and Wilson (2008) over that projection. The success of this model depends upon the trigram restriction being frequent enough in the data to discover the relevant projection, and upon the effectiveness of Hayes and Wilson (2008) at discovering constraints over the projection. Moreover, the authors recognized a limitation: the model's inability to capture more complex phenomena like opaque or blocking segments, which must be included on the tier but do not participate in the restriction. This is because the model constructs the tier based on the sets X and Y , which do not contain information about blocking segments.

Goldsmith and Riggle (2012) proposed an information theoretic model for justifying a tier-based descriptive account of Finnish vowel harmony. They used Goldsmith and Xanthos (2009)'s Hidden Markov Model (HMM) approach to extract two classes of segments that maximizes the probability of the data. Because the segments of a word tend to alternate between consonants and vowels (e.g.

CVCV is much more frequent than CCVV), this HMM approach is best-suited for extracting the two categories consonant and vowel. Goldsmith and Riggle (2012) used a Boltzmann model to score phonological ill-formedness in terms of unigram probabilities, and bigram mutual information over the surface string and the vowel tier. The intuition for the model is that it combines the frequency of segments (unigrams) with the frequency of bigrams over the words and vowel-tier projections to score phonological ill-formedness. This model is largely limited to interactions between all vowels or all consonants, because the HMM usually constructs the consonant and vowel categories. Thus, on (50), the model could find dependencies between sibilants on the consonant tier, but non-sibilant consonants would prevent some sibilants from occurring withing the purview of the bigram mutualinformation computation.

### 3.3.2 Formal-Language-Theoretic Approaches

Heinz (2010) proposed a model for learning long-distance phonotactics based on the precedence relation. However some long-distance patterns cannot be accounted for in terms of the precedence relation (Heinz, 2010; Jardine and Heinz, 2016). Consequently, later formal-language-theoretic approaches have instead targeted the class of Tier Strictly-Local (TSL) constraints Heinz et al. (2011), which have been argued to subsume most or all non-local consonant interactions (McMullin, 2016). Their functional analogue, the TSL functions, are argued to cover a broad range of non-local processes (Burness et al., 2021).

In particular, Jardine and Heinz (2016) proposed a model for learning Tier-based Strictly 2Local $\left(\mathrm{TSL}_{2}\right)$ formal languages, which are languages where the words of the language can be distinguished from the non-grammatical by a tier-sequence of length 2 . The model is provably capable of learning such languages, in the sense of Gold (1967). Jardine and McMullin (2017) extended the model to handle arbitrary values of $k$. Jardine (2016b) applied Jardine and Heinz (2016)'s model to idealized natural language data, showing that the model successfully learns phonotactic restrictions, but only in an idealized setting where exceptions were removed and segments were pre-organized into natural classes. While most work has focused on learning classes of stringsets for long-distance phonotactics, Burness and McMullin (2019) proposed a model for learning Tierbased Strictly 2-Local functions, which are appropriate for long-distance phonological processes. Formal-language-theoretic models are introduced for the purposes of theoretical learnability proofs. They are intended as a starting-point for what a learning algorithm for a particular formal-language class (e.g. TSL) must look like, and are not necessarily intended for use on natural language data.

### 3.3.3 Neural Network Models

There have been several attempts to model aspects of vowel harmony with recurrent neural networks (RNNs). Hare (1990) proposed using an RNN to model Hungarian vowel harmony, training it on synthetic bit-sequences and finding that its assimilatory behavior on these bit-sequences mirrored some of the complexities of Hungarian vowel harmony. Rodd (1997), while not targeting vowel harmony directly, found that RNN models could use distributional information to learn phonological categories from a small Turkish corpus, and that they could learn to treat [+back] and [-back] vowels differently.

These early models were limited in their empirical scope, but in the decades since, research on neural networks (NNs) has accelerated. NNs have been used for morphological reinflection (Cotterell et al., 2016) and to revisit connectionism in the 'past-tense debate' of English morphology (Kirov and Cotterell, 2018). While NNs as cognitive models of morphophonological learning has been questioned (e.g., McCurdy et al. 2020; Belth et al. 2021) and these more recent models have not directly been applied to modeling long-distance alternations, some of the languages included in the SIGMORPHON reinflection task involve non-local dependencies. Moreover, Smith et al. (2021) used an RNN-based model to evaluate an articulatory account of height harmony in Nzebi by training the model on simulated speech to map segments to vocal-tract articulator movements.

Because prior works' problem settings have varied, it is difficult to draw conclusions about RNNs' ability to model non-local alternations, but an RNN is certainly applicable as a comparison model for D2L (see § 3.4.1.1 and § A. 2 for details of how we use it as such).

### 3.4 Comparison to Human Behavior

### 3.4.1 Model Behavior on Finley (2011)

We first compare to Finley (2011)'s artificial language experiment, which we describe here. Participants were presented with training data consisting of <stem, suffixed> pairs where the suffix contained a sibilant that harmonized with a stem sibilant across a single intervening vowel (51).
(51) /diso-su/ $\rightarrow$ [disosu]
/nesi-su/ $\rightarrow$ [nesisu]


To make the sibilants adjacent on a tier, the vowels must be excluded, suggesting [+cons] is the relevant tier. This predicts that when vowels and non-sibilant consonants intervene, the non-sibilant consonants will block the harmony. This prediction is borne out. After training, participants were
evaluated in a two-alternative forced choice (2AFC) paradigm, where they were presented with a stem and two choices for its suffixed from: one harmonizing and one not. Learners generalized to novel instances like the training instances (52a), demonstrating that they learned a harmony pattern. However, they showed no preference for harmony in novel cases where non-sibilant consonants also intervened (52b), choosing the non-harmonizing option as often as a control group did.
a. $/$ baso-sul $\rightarrow \boldsymbol{\checkmark}$ [basosu], *[basofu]
$/$ defe-sesu/ $\rightarrow \boldsymbol{\checkmark}$ [deJeJe $u], *\left[d e \int-\underline{s} u\right]$
b. /Jeta-su/ $\rightarrow$ ? [Jetafu], ? [Jetasu]
$/ \operatorname{Jomi}_{-\underline{-s u}} \rightarrow$ ? [Jomifu], ? [Jomisu]
In contrast, a second experiment presented participants with training data where sibilants harmonize across both intervening vowels and non-sibilant consonants (53).

$$
\begin{align*}
& \text { /suge-su/ } \rightarrow \text { [sugesu] }  \tag{53}\\
& \text { /sone-su/ } \rightarrow \text { [sonesu] } \\
& \text { /Jupe-su/ } \rightarrow \text { [Jupefu] } \\
& \text { /Jako-su/ } \rightarrow \text { [Jakofu] }
\end{align*}
$$

In this case, the [+sib] tier is needed in order for the sibilants to be adjacent, in which case learners should generalize to cases where only vowels intervene. The prediction is again borne out. Learners generalized to novel train-like instances (54a), and instance where only a vowel intervened (54b).





### 3.4.1.1 Comparison Models

GR is Goldsmith and Riggle (2012)'s phonotactic model (see also § 3.3 and § 3.6). To compare the relative well-formadness of candidates, we use the Boltzmann score from pg. 882 of their paper. Following the authors, we used Laplace smoothing with 0.5 smoothing-factor.

GG is Gouskova and Gallagher (2020)'s phonotactic model (see § 3.3 and § 3.6 for further description). We use the author's code ${ }^{6}$ and default parameters.

TSLIA is Jardine and Heinz (2016); Jardine and McMullin (2017)'s formal-language-theoretic model. We used the implementation from Aksënova (2020). This model is binary: it accepts or

[^13]rejects a candidate string. When more than one candidate is accepted by the model, we choose one at random as the best candidate.

LSTM is a Recurrent Neural Network (RNN) sequence-to-sequence model. We trained the model to predict the surface form of each underlyingly underspecified segment. This simplifies the learning problem by not requiring the model to predict the surface form for the entire sequence, but makes for a fair comparison to D2L, which also has access to the underlying forms. We used a Pytorch (Paszke et al., 2019) implementation, and discuss architecture specifics, training procedure, and hyperparameter tuning in § A.2.

3G is a trigram phonotactic model, which assigns a probability to each candidate in terms of the trigrams it contains-how frequent they are in the training data. As in GR, we used Laplace smoothing with a smoothing-factor of 0.5 .

### 3.4.1.2 Setup

We use the training and test items recorded in Finley (2011, p. 15)'s appendix. Each model is trained on the training instances, then probed to choose between each pair of items in the 2AFC test set. We treat the sibilant in $[-\mathrm{su}] /\left[-\int \mathrm{u}\right]$ as underlyingly $/ \mathrm{S} /$, unspecified for [ant]. Using default $/ \mathrm{s} /$ instead has no meaningful impact on the results. For the comparison phonotactic models, we treat the item to which the model assigns the higher score as its choice. If the model assigns the same score to both items, then the choice is made at random. Since D2L produces an output for an input, we use its produced form as its choice if the produced form matches one of the 2AFC choices. Otherwise the choice is made at random. To simulate multiple participants, we run each model 30 times and report averages and standard deviations. This is important because some randomness is introduced due to GR, GG, and 3G being stochastic, and because when a model assigns the same score to both 2 AFC choices, the choice is made at random. Following Finley (2011), each of the 24 training items appears 5 times in the total exposure set, and the items are presented in a random order for each of the 30 runs. We list the segment features in Tab. A. 1 in the appendix.

### 3.4.1.3 Results

The results for the first experiment are given in Tab. 3.1, and for the second experiment in Tab. 3.2. The tables report, for each model, the fraction of the test instances where the model picked the harmonizing choice. The Hum row records a ' $\sqrt{ }$ ' whenever Finley (2011) reported that the experimental-group participants chose the harmonizing choice significantly more often than the control-group participants. It records an ' $X$ ' wherever the two groups chose the harmonizing choice

Table 3.1: Results for Finley (2011)'s first experiment, where training instances involved sibilants harmonizing across intervening vowels. Test instances are of three types: train (Old), novel trainlike (New Train-Like), and novel items where both vowels and non-sibilant consonants intervene between sibilants (Novel). D2L generalizes in exactly the cases where humans do, and does not generalize in exactly the cases where humans do not.

|  | Train CVSV- $\underline{S}$ V |  |  |
| :---: | :---: | :---: | :---: |
|  | CVS_V-ŞV (Old) | CVISV-SVV (New Train-Like) | $\underline{\text { SVCV-SV }}$ (Novel) |
| Hum | $\checkmark$ | $\checkmark$ | $x$ |
| D2L | $1.0000 \pm 0.00$ | $1.0000 \pm 0.00$ | $0.4694 \pm 0.15$ |
| GR | $0.6222 \pm 0.33$ | $0.7424 \pm 0.23$ | $0.5722 \pm 0.08$ |
| GG | $0.4611 \pm 0.13$ | $0.5091 \pm 0.14$ | $0.5000 \pm 0.13$ |
| TSLIA | $0.5556 \pm 0.15$ | $0.5424 \pm 0.14$ | $0.5222 \pm 0.16$ |
| LSTM | $0.8833 \pm 0.20$ | $0.7909 \pm 0.18$ | $0.8528 \pm 0.26$ |
| 3G | $1.0000 \pm 0.00$ | $1.0000 \pm 0.00$ | $0.7028 \pm 0.04$ |

at statistically indistinguishable rates. ${ }^{7}$ If, over a set of test items, a model makes the harmonizing choice significantly more often than a control model that makes a random selection from the two choices, then we treat the model as having generalized to those test items. The test of significance is made with a one-sided t -test that compares the average model performance over 30 runs to that of the random control model. The null hypothesis is that the tested model's average performance is equal to the random control model's. We use Welch's $t$-test, which does not assume equal variance, and a significance level of $\alpha=0.99$. We shade a cell gray if the model matches the human result-i.e. iff either both HUM and the model generalized or neither generalized.

### 3.4.1.4 Discussion

D2L matches the human results in all cases. When trained on CVSV-SV words, D2L learns a [+cons] tier (55a), which generalizes harmony to novel CV́SV-́SV (second column, Tab. 3.1), but not $\underline{S} V C V-\underline{S} V$ words (third column, Tab. 3.1). In contrast, when trained on $\underline{S V C V-\underline{S V}}$ words, D2L learns a [+sib] tier (55b), which generalizes harmony to both novel SVCV- $\underline{S V}$ words (second column, Tab. 3.2) and novel CV́V-SSV words (third column, Tab. 3.2).
a. $\operatorname{Agree}(\{S\},\{$ ant $\}) /\left\{\mathrm{s}, \int\right\} \ldots \circ \operatorname{proj}(\cdot,[+\mathrm{cons}])$
b. $\operatorname{Agree}(\{\mathrm{S}\},\{$ ant $\}) /\left\{\mathrm{s}, \int\right\} \ldots \circ \operatorname{proj}(\cdot,[+\mathrm{sib}])$

D2L has non-zero variance in the third column of Tab. 3.1 because rule (55a) does not extend to

[^14]Table 3.2: Results for Finley (2011)'s second experiment, where training instances involved sibilants harmonizing across both vowels and non-sibilant consonants. Test items are of three types: train (Old), novel train-like (New Train-Like) and novel items where only vowels intervene between sibilants (Novel). Both humans and D2L learned a harmony pattern (Old) and extend it to both New Train-Like and Novel test instances.

|  | Train SVCV-SV |  |  |
| :---: | :---: | :---: | :---: |
|  | $\underline{\text { SVCV-SV }}$ (Old) | $\underline{\text { SVCV-SV }}$ (New Train-Like) | CVSV- ${ }^{\text {SV }}$ (Novel) |
| Hum | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| D2L | $1.0000 \pm 0.00$ | $1.0000 \pm 0.00$ | $1.0000 \pm 0.00$ |
| GR | $0.9889 \pm 0.06$ | $0.4139 \pm 0.01$ | $0.2472 \pm 0.01$ |
| GG | $0.5222 \pm 0.13$ | $0.5222 \pm 0.13$ | $0.5139 \pm 0.13$ |
| TSLIA | $0.5639 \pm 0.10$ | $0.5111 \pm 0.14$ | $0.5222 \pm 0.16$ |
| LSTM | $0.9000 \pm 0.20$ | $0.9278 \pm 0.25$ | $0.7361 \pm 0.33$ |
| 3G | $1.0000 \pm 0.00$ | $0.5833 \pm 0.00$ | $0.2500 \pm 0.00$ |

the $\underline{S V C V}-\underline{S V}$ test items, so the choice between $[-\mathrm{su}] /\left[-\int u\right]$ was made randomly for each. ${ }^{8}$ Moreover, D2L's performance is error-free over a type of test item when its generalization extends to it because, as a computational model, it is not subject to the experimental complexities applicable to human participants, who likely have imperfect memory of the exposure data and imperfect attention during the experiment.

The comparison models are largely ineffective at generalizing at all from the limited training data, with the exception of LSTM. However, when trained on CV́V-_SV words, LSTM generalizes to both CVV_- $\underline{S} V$ and $\underline{S V C V-\underline{S} V ~ t e s t ~ w o r d s, ~ w h e r e a s ~ h u m a n s ~ d o ~ n o t ~ g e n e r a l i z e ~ t o ~} \underline{S V C V-\underline{S V}}$ words (Tab. 3.1). Thus, LSTM fails to exhibit the blocking behavior of non-sibilant consonants in the first experiment.

GR is able to achieve moderate performance generalizing to CVSV-﹎SV words when trained on words of the same type (second column, Tab. 3.1). For $\underline{S V C V-\underline{S} V ~ w o r d s, ~ G R ~ e x p e c t e d ~ h a r m o n y ~ a t ~ a ~}$ rate slightly above chance. Despite failing the statistical test, it does come close to matching human performance because the intervening $C$ prevents the sibilants from being adjacent on the consonant tier that the Hidden Markov Model learns. However, when trained on SVCV- $\underline{S} V$, no interactions between sibilants are visible to the model and it is unable to generalize beyond the training data (Tab. 3.2).

GG appears unable to generalize from these small datasets. While this may seem to be a limita-

[^15]tion of the data, note that humans were able to generalize from the same training data. In the next section, we turn to McMullin and Hansson (2019)'s study, which involves substantially more data, and is thus more instructive regarding GG's generalization behavior. Similarly, TSLIA is unable to generalize from the training data.

3G frequently chooses the harmonizing form for SVCV-﹎SV words when trained on CVSV-́SV words, and rarely chooses the harmonizing form for CV́V-SSV words when trained on $\underline{S V C V}-\underline{S} V$ words. This is the opposite of what humans did.

### 3.4.2 Model Behavior on McMullin and Hansson (2019)

McMullin and Hansson (2019) replicated results similar to Finley (2011)'s, extending them to both liquid harmony and dissimilation. In these experiments the harmony/dissimilation was regressive. Participants were first exposed to a practice phase where they were presented with verb stems followed by a past-tense form, which added a [-ru] suffix to the stem, and the same stems followed by a future-tense form, which added a [-li] suffix to the stem. These practice-phase stems did not contain liquids: they allowed the participants to learn the relevant morphology.

Next, in the training phase, participants were presented with <stem, past, future> triplets. The two training settings of Finley (2011) where doubled by McMullin and Hansson (2019), performing each experiment in both assimilatory and dissimilatory settings. In all experiments, the data contained $50 \%$ distractors, which were stems with no liquid.

In what the authors labeled experiment 1 a , the stem liquid harmonized regressively with the affix liquid across an intervening vowel (56) (treating the alternating stem-liquid as underlyingly underspecified /L/).

$$
\begin{align*}
& \text { /toboLe-li/ } \rightarrow \text { [toboleli] }  \tag{56}\\
& / d u m i \underline{L i}-\underline{\text { Iu }} u / \rightarrow \text { [duminixinu] } \\
& \text { /dumiLi-li/ } \rightarrow \text { [dumilili] }
\end{align*}
$$

Symmetrically, in experiment 2a, the stem liquids dissimilated regressively from the affix liquid across an intervening vowel (57).

$$
\begin{align*}
& \text { /toboLe-﹎ㅡ/ } \rightarrow \text { [tobole_﹎u] }  \tag{57}\\
& \text { /toboLe-li/ } \rightarrow \text { [tobozeli] } \\
& \text { /dumiLi-﹎ㅡu/ } \rightarrow \text { [dumilinu] } \\
& \text { /dumiL_-l_- } \rightarrow \text { [dumi_iili] }
\end{align*}
$$

Like Finley (2011)'s study, participants generalized the training pattern to novel words of the same CVCVLV- $\underline{L V}$ form, but did not extend it to CVLVCV- $\underline{L V}$ or $\underline{L V C V C V-\underline{L} V ~ f o r m s, ~ w h e r e ~}$
the liquids crossed more than just vowels. This is the predicted behavior if participants construct a [+cons] tier.

In experiments 1 b and 2 b , the participants were presented with assimilatory (58a) and dissimilatory (58b) instances of the form CVLVCV-LV.
a. /teLomu-﹎u/ $\rightarrow$ [te__omunu]
/teLomu-li/ $\rightarrow$ [telomuli]

/poLeku-l﹎/ $\rightarrow$ [polekuli]
b. /teLomu-﹎u/ $\rightarrow$ [telomuxu]
/teLomu-li/ $\rightarrow$ [te_工omuli]
/poLeku-즈/ $\rightarrow$ [poleku_工u]
/poLeku-li/ $\rightarrow$ [ponekuli]
A [+liquid] tier is needed for the training liquids to be adjacent, predicting that learners will extend the pattern to CVCV $\underline{L V}-\underline{L} V$ and $\underline{L V C V C V-L V}$ forms. These predictions were borne out.

### 3.4.2.1 Setup

We follow McMullin and Hansson (2019, sec. 2)'s setup to produce the stimuli. The setup details are the same as in the prior experiment (§ 3.4.1.2) except that, following McMullin and Hansson (2019), the stimuli are only presented once each. The stimuli include the practice phase forms. We treat alternating stem liquids $[1] /[x]$ as underlyingly underspecified /L/. Treating them as default /l/ has no meaningful impact on the results. We use the same comparison models as in the prior experiment $\S$ 3.4.1.1 and list the segment features in Tab. A. 2 in the appendix.

### 3.4.2.2 Results

The results for the experiments with CVCVLV- $\underline{L V}$ exposure data are given in Tab. 3.3, and the results for the experiments with CVLVCV- $\underline{L V}$ exposure data in Tab. 3.4. For the assimilation experiments, the tables report, for each model, the fraction of the test instances where the model picked the harmonizing choice. For the dissimilatory experiments, they report the fraction where the disharmonizing choice was made. The Hum row records a ' $J$ ' whenever McMullin and Hansson (2019) reported that the experimental-group participants extended the training pattern to test instances of the form in the corresponding column, and an ' $\boldsymbol{X}$ ' where they did not. Gray cells mark where the models match the human result. As before, the models are compared to a control model that makes a random selection in the 2 AFC test.

Table 3.3: Results from McMullin and Hansson (2019)'s Experiment 1a (assimilation) and 2a (dissimilation), where training instances involved liquids interacting across intervening vowels. D2L matches human behavior in all cases.

|  | Train CVCVLV-LِV (assimilation) |  |  | Train CVCVLVV-LِV (dissimilation) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CVCVLV-LַV | CVLVCV-ĽV | LVCVCV-L ${ }^{\text {V }}$ | CVCVLV-LV | CVLVCV-LLV | LVCVCV-LV |
| Hum | $\checkmark$ | $x$ | $x$ | $\checkmark$ | $x$ | $x$ |
| D2L | $1.000 \pm 0.00$ | $0.480 \pm 0.06$ | $0.497 \pm 0.08$ | $1.000 \pm 0.00$ | $0.520 \pm 0.06$ | $0.503 \pm 0.08$ |
| GR | $0.987 \pm 0.07$ | $0.640 \pm 0.08$ | $0.495 \pm 0.08$ | $1.000 \pm 0.00$ | $0.363 \pm 0.08$ | $0.509 \pm 0.08$ |
| GG | $0.925 \pm 0.19$ | $0.507 \pm 0.04$ | $0.504 \pm 0.02$ | $0.985 \pm 0.05$ | $0.552 \pm 0.10$ | $0.607 \pm 0.04$ |
| TSLIA | $0.477 \pm 0.09$ | $0.526 \pm 0.09$ | $0.495 \pm 0.11$ | $0.523 \pm 0.09$ | $0.474 \pm 0.09$ | $0.505 \pm 0.11$ |
| LSTM | $0.862 \pm 0.22$ | $0.859 \pm 0.22$ | $0.822 \pm 0.22$ | $0.850 \pm 0.23$ | $0.848 \pm 0.23$ | $0.830 \pm 0.23$ |
| 3G | $0.969 \pm 0.00$ | $0.639 \pm 0.07$ | $0.506 \pm 0.08$ | $1.000 \pm 0.00$ | $0.362 \pm 0.07$ | $0.494 \pm 0.08$ |

Table 3.4: Results from McMullin and Hansson (2019)'s. Experiment 1b (assimilation) and 2b (dissimilation), where training instances involved liquids interacting across intervening vowels. D2L matches human behavior in all cases.

|  | Train CVLVCV-LVV (assimilation) |  |  | Train CVLVCV-LVV (dissimilation) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CVCVLV-LVV | CVLVCV-LV | $\underline{L} V C V C V-\underline{L V}$ | CVCVLV-LV |  | CVLVCV-LV |
| $\underline{\text { LVCVCV-LV }}$ |  |  |  |  |  |  |
| HUM | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| D2L | $1.000 \pm 0.00$ | $1.000 \pm 0.00$ | $1.000 \pm 0.00$ | $1.000 \pm 0.00$ | $1.000 \pm 0.00$ | $1.000 \pm 0.00$ |
| GR | $0.423 \pm 0.05$ | $0.643 \pm 0.08$ | $0.509 \pm 0.04$ | $0.577 \pm 0.05$ | $0.357 \pm 0.08$ | $0.491 \pm 0.04$ |
| GG | $0.500 \pm 0.04$ | $0.475 \pm 0.07$ | $0.496 \pm 0.04$ | $0.933 \pm 0.12$ | $0.922 \pm 0.13$ | $0.935 \pm 0.11$ |
| TSLIA | $0.477 \pm 0.09$ | $0.526 \pm 0.09$ | $0.495 \pm 0.11$ | $0.523 \pm 0.09$ | $0.474 \pm 0.09$ | $0.505 \pm 0.11$ |
| LSTM | $0.745 \pm 0.25$ | $0.748 \pm 0.25$ | $0.739 \pm 0.25$ | $0.833 \pm 0.24$ | $0.833 \pm 0.24$ | $0.831 \pm 0.23$ |
| 3G | $0.401 \pm 0.06$ | $0.642 \pm 0.07$ | $0.497 \pm 0.11$ | $0.599 \pm 0.06$ | $0.358 \pm 0.07$ | $0.503 \pm 0.11$ |

### 3.4.2.3 Discussion

D2L matches the human results in every setting, and is the only model to do so. When trained on CVCVLG-LLV words, D2L learns (59a) and (59c), with a [+cons] tier projection. When trained on CVLVCV-LVV words, D2L learns (59b) and (59d), with a $\{1, \mathrm{x}, \mathrm{L}\}$ liquid tier. These results also demonstrate that D2L is able to correctly infer whether a process is assimilatory or dissimilatory (see § 3.2.2.4).
a. $\operatorname{Agree}(\{\mathrm{L}\},\{$ ant, cor, lat $\}) /\{l, \mathrm{x}\} \ldots \circ \operatorname{proj}(\cdot,[+$ cons $])$
b. $\operatorname{Agree}(\{L\},\{$ ant, cor, lat $\}) /\{l, x\} \ldots \circ \operatorname{proj}(\cdot,\{l, \mathrm{I}, \mathrm{L}\})$
c. $\operatorname{Disagree}(\{L\},\{$ ant, cor, lat $\}) /\{l, x\} \ldots \circ \operatorname{proj}(\cdot,[+$ cons $])$
d. $\operatorname{Disagree}(\{\mathrm{L}\},\{$ ant, cor, lat $\}) /\{l, \mathrm{x}\} \ldots \circ \operatorname{proj}(\cdot,\{l, \mathrm{I}, \mathrm{L}\})$

When trained on CVCVLV- $\underline{L V}$ words (Tab. 3.3), D2L is the only model to match human behavior in all cases, though some comparison models also come close. However, when trained on CVLVCV-LVV words (Tab. 3.4), only D2L and LSTM come close to human behavior.

Similarly to the previous experiment (§ 3.4.1), when trained on CVCVLV-LV words, LSTM generalizes to words where non-liquids intervened and humans did not generalize (Tab. 3.3). These results suggest that LSTM may not be able to express blockers, instead learning a dependence between L's independent of what segments intervene.

Because the HMM of GR usually learns the consonant/vowel tiers, the interacting liquids in CVLVCV-LV words are blocked by the intervening C, which prevents the model from substantially generalizing. Similarly, the interacting liquids are beyond the trigram sensitivity of 3G, so its occasional above-chance performance is only due to coincidental statistical regularities in the exposure data unrelated to the liquid interaction. TSLIA again performs at chance in all settings.

The asymmetry of GG between assimilation and dissimilation deserves some discussion. Because no -LVL- sequences occur in CVLVCV-LVV training instances, the Hayes and Wilson (2008) model extracts a trigram constraint $*[1, x][][1, \pi]$, which GG uses to project a liquid tier. In the assimilation experiment, GG learns the single constraint $*[1, x][1, x]$ on this tier, not two constraints *[lx] and *[rl]. Consequently, it cannot distinguish between assimilitory and non-assimilatory sequences. In the dissimilation experiment, GG learns the single tier-constraint *[ll], as well as a non-tier constraint *[-cor], which applies to [x] but not [l]. Consequently [xl] » [ll] due to the tier constraint, which has a much higher weight than the non-tier constraint. Moreover, $[1 . x] »[x x]$ because the latter violates $*[-$ cor $]$ twice. Thus, the two constraints coincidentally conspire to yield a functional generalization. However, the coincidental result only works for dissimilation, and the asymmetry with assimilation is not consistent with human behavior, which was similar for assimilation and dissimilation.

### 3.5 Learning Natural Language Alternations

### 3.5.1 Turkish Vowel Harmony

The Turkish vowel inventory, (60), has 4 [+back] and 4 [-back] vowels, all of which participate in [ $\pm$ back] harmony (Kabak, 2011, p. 2).

|  |  | front |  | back |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (60) |  | unround | round | unround | round |
| high | i | y | ut | u |  |
|  | low | e | $\varnothing$ | a | o |

Affix vowels alternate between [+back] vowels when the final stem vowel is [+back] and [-back] when the final stem vowel is [-back], as shown in (61) repeated from (17).
(61) [dal-lar-ün] branch-PL-GEN (Kabak, 2011, p. 3)
[jer-ler-in] place-PL-GEN (Kabak, 2011, p. 3)
[ip-ler-in] rope-PL-GEN (Nevins, 2010, p. 28)
In addition to back/front harmony, the [+high] vowels participate in secondary rounding harmony, as exemplified by the GEN affix (62). The [+high] vowels harmonize with the final vowel of the stem, both when the the stem vowel is [+high] (62a) and [-high] (62b).

| a. [ip-in] | rope-GEN | (Nevins, 2010, p. 29) |
| :---: | :---: | :---: |
| [jyz-yn] | face-GEN | (Kabak, 2011, p. 3) |
| [kuz-wn] | girl-GEN | (Nevins, 2010, p. 29) |
| [buz-un] | ice-gen | (Kabak, 2011, p. 3) |
| b. [el-in] | hand-GEN | (Kabak, 2011, p. 3) |
| [s¢q-yn] | word-GEN | (Nevins, 2010, p. 29) |
| [sap-un] | stalk-GEN | (Nevins, 2010, p. 29) |
| [jol-un] | road-GEN | (Kabak, 2011, p. 3) |

The question arises whether Turkish exhibits two independent harmony processes or one. We follow Nevins (2010) in treating it as one process. In this view, some affixal [+high] vowels exhibit surface alternation on both [back] and [round], whereas [-high] vowels do not. This leads to an assymetry in underlying underspecification, and the restriction of rounding harmony to only [+high] vowels is a reflection of that. Consequently, Agree is taken to copy only the underspecified vocalic features from the closest vowel, i.e., both [back] and [round] for [?back, +high, ?round], but only [back] for [?back, $\pm$ high, $\pm$ round].

The most informative evidence towards this treatment is the above observation that [+high] vowels that alternate on roundness take their [ $\pm$ round] value from any vowel, regardless of height. This treatment allows the harmony to be stated as one generalization, but it is not critical. If we were to treat them as separate processes, or with fully-specified underlying default forms, D2L could be run twice-once for feature [ $\pm$ back] and once for [ $\pm$ round]-to construct two generalizations.

Affixes can be exceptional-not participating in vowel harmony-or even half-half harmonic, where only one of two vowels participates. However, as a result of their exceptional status, such affixes do not alternate on the surface, so there is no motivation for underspecification (Nevins, 2010, sec. 2.6).

### 3.5.1.1 Setup

We use data from the MorphoChallenge (Kurimo et al., 2010), which provides 1760 frequencyannotated and morphologically-segmented words. We used these as our surface forms. Underlying stem vowels match their surface forms. For each affix vowel, we checked all surface-realizations of the vowel and set any feature that alternated on the surface as underlyingly unspecified. This follows invariant transparency, which states that learners only posit abstract underlying forms when doing so is necessary to account for surface alternations (Kiparsky, 1968; Peperkamp et al., 2006; Ringe and Eska, 2013; Tesar, 2013; O'Hara, 2017; Richter, 2018, 2021). For instance the vowel of the PL affix [-lar]/[-ler] is set to /?back, -high, -round/, and the GEN affix vowel [-in]/[-yn]/[-um]/[un] is set to /?back, +high, ?round/. We skipped any word that contained an affix with less than ten occurrences. This processes yielded 1198 words. Turkish orthographic vowels map directly to phonemes. We mapped orthographic consonants to phonemes directly, except we treated <c> as [b], <x> as [ks], <y> as [j], and <q> as [k]. As Caplan and Kodner (2018, p. 1442) point out, this direct grapheme-to-phoneme conversion may be noisy, but this noise can serve to test a model's robustness. We list the segment features in Tab. A. 3 in the appendix.

For training data, we sampled $80 \%$ of the words (958), weighted by frequency. We used the remaining $20 \%$ of words for testing. We repeated this 30 times with a different random sample each time. We report the average performance across the 30 runs. To get a predicted surface form for the phonotoactic comparison models, we computed all possible specifications of an input word's underspecified affix vowels, presented the model with each of these candidates, and selected the candidate with the highest score. For instance, for input /dal-l[?back, -high, -round]r-[?back, +high, ?round]n/, the candidate surface forms are [dal-lar-in], [dal-lar-yn], [dal-lar-um], [dal-lar-un], [dal-ler-in], [dal-ler-yn], [dal-ler-un], [dal-ler-un]. The comparison models are the same as the prior experiments.

Table 3.5: Accuracy of models on held-out test words, when learning Turkish vowel harmony.

| Model | Test Accuracy |
| :---: | :---: |
| D2L | $\mathbf{0 . 9 8 4 0} \pm \mathbf{0 . 0 1}$ |
| GR | $0.7913 \pm 0.28$ |
| GG | $0.8914 \pm 0.07$ |
| TSLIA | $0.2249 \pm 0.02$ |
| LSTM | $0.7249 \pm 0.18$ |
| 3G | $0.5614 \pm 0.02$ |

### 3.5.1.2 Results

The results shown in Tab. 3.5 demonstrate that D2L learns a vowel harmony generalization that robustly generalizes to unseen test words. D2L's accuracy is substantially higher than the comparison models and is consistent with acquisition studies, which reveal that Turkish-speaking children as young as $2 ; 0$-when their vocabulary likely contains under a thousand words-already know vowel harmony well enough to extend it to nonce words (Altan, 2009). The reason D2L does not get 1.0 accuracy is due to the fact that the data contains some exceptions to vowel harmony, ${ }^{9}$ which D2L is able to tolerate and still find the generalization (63). Under the Tolerance Principle, these exceptions can be lexicalized.
(63) $\operatorname{AGREE}([?$ back $],\{$ back, round $\}) /[-$ cons $] \ldots \circ \operatorname{proj}(\cdot,[-$ cons $])$

This rule states that vowels with neutralized backness (i.e., [?back]) take their [ $\pm$ back] value and, if also neutralized [?round], their [ $\pm$ round] value from a vowel to the left on a projected vowel tier. These are the main generalizations standardly reported in linguistic analyses (Kabak, 2011). The statement of primary [back] and secondary [round] harmony as a single generalization is possible because we followed Nevins (2010)'s treatment of them as a single process (see above discussion in the § 3.5.1 introductory description of Turkish).

### 3.5.2 Finnish Vowel Harmony

The Finnish vowel inventory (64) (Suomi et al. 2008, sec. 3.1) has 8 vowels, 6 of which participate in front/back harmony, as discussed in § 5.1 and repeated in (65).

[^16]|  |  | front |  | back |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | unround | round | unround | round |
| (64) | high | i | y |  | u |
| mid | e | $\emptyset$ |  | o |  |
|  | low | $æ$ |  | a |  |

The vowels $\{i, e\}$ are neutral, neither participating in nor blocking harmony (65b). When a stem contains only neutral vowels, alternating affix vowels are [-back] by default (65c).
a. [pøytæ-næ]
[pouta-na]
b. [koti-nq]
c. [velje-næ]
table-ess
fine weather-ess
home-ESS
road-Ess
(Ringen and Heinämäki, 1999, p. 304)
(Ringen and Heinämäki, 1999, p. 304)
(Ringen and Heinämäki, 1999, p. 305)
(Nevins, 2010, p. 76)

Sinc the neutral vowels are [-back], the default case (65c) could instead be characterized as the affix vowel harmonizing with the neutral vowels only when no non-neutral vowels are present. However, the treatment of [-back] as a default is a preferred analysis, due to the existence of the language Uyghur, which has the same vowel organization, except that alternating vowels are default [+back] when the stem contains only [-back] neutral vowels (Lindblad 1990; Nevins 2010, p. 7778).

### 3.5.2.1 Setup

Finnish data also comes from the MorphoChallenge (Kurimo et al., 2010). There are 1835 frequency-annotated words with morphological segmentations. The surface form of these affixes varied extensively in ways beyond just vowel alternations (e.g., the GEN affix has forms [n], [en], [ten], ...) making it challenging to compute precisely how vowels alternate. Consequently, we treated all affix vowels as alternating and underlyingly unspecified for feature [back]. This choice potentially overestimates the number of harmony exceptions, and thus potentially makes the problem more challenging for D2L, while not effecting the comparison phonotactic models, which learn directly from surface forms. We dropped words with only one occurrence, yielding a set of 1219 words. Finnish orthographic vowels map directly to phonemes. We mapped orthographic consonants to phonemes directly, but treated $<\mathrm{x}>$ as [ks] and <c>, <q> as [k]. The segment features are in Tab. A. 4 in the appendix.

For training data, we again sampled $80 \%$ of words (975) weighted by frequency and used the other $20 \%$ for testing. We repeated this sampling 30 times, and report the average performance across the 30 runs. To to get a predicted surface form for the phonotoactic comparison models, we

Table 3.6: Accuracy of models on held-out test words, when learning Finnish vowel harmony.

| Model | Test Accuracy |
| :---: | :---: |
| D2L | $\mathbf{0 . 9 7 9 9} \pm \mathbf{0 . 0 1}$ |
| GR | $0.8519 \pm 0.03$ |
| GG | $0.8092 \pm 0.04$ |
| TSLIA | $0.7198 \pm 0.02$ |
| LSTM | $0.8164 \pm 0.03$ |
| 3G | $0.8421 \pm 0.02$ |

again computed candidate surface forms by permuting affix vowels between back and front, and select the candidate that the model assigns the highest score.

### 3.5.2.2 Results

The accuracies shown in Tab. 3.6 reveal that D2L is the most accurate model. D2L learns the generalization (66), where unspecified vowels take their [ $\pm$ back] feature from the vowel to the left, skipping consonants and neutral vowels (66a). D2L also learned that if no non-neutral vowel is to the left, the surface vowel should be [-back] (66b).

> a. $\operatorname{AgREE}([?$ back $],\{$ back $\}) /[-$ cons $]-\circ \operatorname{proj}(\cdot,[-$ cons $] \backslash\{i, e\})$
> b. Elsewhere $[-$ back $]$

The tier correctly excludes the neutral vowels while preserving all other vowels. On a small number of simulations, the tier contained one or two spurious segments-[f] and/or [b]—because they never occur in between an affix vowel and a stem vowel in the training data and, consequently, never interfere with harmony. The elsewhere condition matches the default value given in accounts of Finnish for what happens when a stem contains only neutral vowels (Ringen and Heinämäki, 1999). Note that because the segments do not fall neatly into a natural class, D2L simply listed the tier segments explicitly; we presented it here with natural classes and set operations for clarity.

### 3.5.3 Latin Liquid Dissimilation

In Latin, default /l/ (20a) dissimilates to [r] when preceded by /l/ across varying distances, as shown in (20b) and repeated in (67b). This process is usually discussed and most clearly seen in the adjectival -alis/-aris affix. The dissimilation of /l/ is blocked by intervening /r/ (67c). Cser (2010) argues that intervening [-cor] consonants also block dissimilation (67d).

Table 3.7: Accuracy of models on held-out test words after learning Latin liquid dissimilation.

| Model | Test Accuracy |
| :---: | :---: |
| D2L | $\mathbf{0 . 9 6 5 3} \pm \mathbf{0 . 0 3}$ |
| GR | $0.5292 \pm 0.09$ |
| GG | $0.0431 \pm 0.03$ |
| TSLIA | $0.1569 \pm 0.05$ |
| LSTM | $0.7736 \pm 0.11$ |
| 3G | $0.6083 \pm 0.09$ |


| a. nav-alis | 'naval' |
| :---: | :---: |
| b. popul-aris | 'popular' |
| $\underline{\text { lun-aris }}$ | 'lunar' |
| c. flor-alis | 'floral' |
| d. pluvi-alis | 'rainy' |
| leg-alis | 'legal' |

### 3.5.3.1 Setup

The data comes from the Perseus project (Smith et al., 2000), which contains Old and Classical Latin texts from the 3rd century BCE through the 2 nd century CE. Words are annotated for frequency. We extracted words containing two liquids and ending in -alis/-aris, and removed non-adjectives. The result is a dataset of 121 words. We treat /-alis/ as the underlying form of both -alis and -aris words. We map orthographic segments directly to phonemes, treating <v> as the semivowel [w], <c> as [k], <x> as [ks], and <ll> as [l]. We also dropped the <h> from <th>, <kh>, and <ph>, treating <h> as marking aspiration. We list the segment features in Tab. A. 5 in the appendix.

As the prior experiments, the training data is an $80 \%$ frequency-weighted sample of words (97), and the testing data is the remaining $20 \%$ of words. This sampling was repeated 30 times, and models' performances are computed as averages over these 30 train/test splits.

### 3.5.3.2 Results

Again (Tab. 3.7), D2L is the most accurate model by a substantial margin. D2L discovered rule (68), where /l/ dissimilates to [r] when preceded by /l/.
(68) $\operatorname{Disagree}(\{l\},\{l a t\}) /\{l\} \_\circ \operatorname{proj}(\cdot,\{l, r, k, h, f, b, p, w, m\})$

As Cser (2010) discusses, /r/ between the two /ll's blocks the dissimilation. Cser (2010, p. 38) also argues that [-cor] consonants block dissimilation. D2L's generalization corroborates this
conclusion, as the tier contains the [-cor] consonants $\{k, h, f, b, p, w, m\}$. We found that [+cor] [d] is also preserved on the tier in 3 of the 30 simulations. Cser (2010) notes that there is no data either way for whether [d] blocks. Since D2L deletes only when necessary, the presence of [d] on the tier in some simulations is consistent with Cser (2010)'s analysis.

### 3.6 Discussion

We intend D2L as a cognitive model for how humans learn phonological alternations, at roughly the algorithmic level in the sense of Marr (1982). That is, D2L constitutes a hypothesis that human learners roughly follow the steps laid out by D2L—tracking adjacent dependencies and iteratively discarding those that do not lead to successful generalization. This chapter constitutes a presentation of that hypothesis (§3.2) and initial evidence for it on the grounds of prior artificial language studies (§ 3.4) and new computational modeling experiments (§ 3.5). As an explicit computational model, it can be used to generate predictions for further experimental studies. We believe D2L is of importance to phonological theory because it provides an account of how phonological tiers are not only learnable by tracking only adjacent dependencies, but that such representations arise naturally from a learner that tracks adjacency first (Saffran et al., 1996, 1997; Aslin et al., 1998; Santelmann and Jusczyk, 1998; Gómez, 2002; Newport and Aslin, 2004; Gómez and Maye, 2005) and iteratively removes adjacent dependencies that are unhelpful to generalization. Prior accounts of how the mind may construct phonological tiers have been scant at best.

When Goldsmith (1976) and others introduced autosegmental tiers into phonological theory, the representation was quickly put to effective use. It has been used to describe complex phenomena involving apparently non-local dependencies, like vowel harmony (Clements, 1980; Goldsmith, 1985) and non-concatinative morphology (McCarthy, 1981). Moreover, autosegmental representations have been part of a larger movement to provide representations that render long-distance dependencies as local, including metrical stress patterns (Liberman and Prince, 1977) and syntactic relations (Chomsky, 2001a,b).

Given the abstract nature of these representations, they are, perhaps by definition, not explicitly present in surface structures. Consequently, attention has rightly been given to justifying an appeal to such representations in linguistic theory. For instance, Hayes and Wilson (2008) argued for their legitimacy in terms of an inductive baseline: a model without a phonological tier or metrical grid—the inductive baseline-failed to learn non-local phonotactic dependencies, but was more successful when provided them. Goldsmith and Riggle (2012) argued that a vowel tier is a legitimate representation for Finnish vowel harmony on the grounds that an information-theoretic model can describe a Finnish lexicon using fewer bits if it tracks bigram probabilities over a vowel tier than if it does not. Computational analysis of phonology has suggested that most of (at least segmen-
tal) phonology can be characterized in terms of adjacent dependencies on some tier representation (Heinz et al., 2011; McMullin, 2016; Burness et al., 2021). Even strictly local dependencies-e.g. the voicing assimilation in (89)-can be characterized as the special case where the relevant tier contains all segments (i.e. the deletion set is empty). This computational analysis has produced theoretical learning results that demonstrate the strong learning-theoretic benefits of restricting search to tier-local generalizations, but these models are not intended to describe algorithmically how humans learn phonology. Similarly, Hayes and Wilson (2008) and Goldsmith and Riggle (2012) were attempts to justify the use of autosegmental tier representations in phonological theory, and were not intended as accounts of how children may construct these representations during acquisition.

Prior to the present work, Gouskova and Gallagher (2020)'s model (GG) comes the closest to providing a possible account for how tiers may be constructed. However, we believe that model is not fully adequate for multiple reasons. First, GG deviates in fundamental ways from human behavior in the artificial language experiments investigated in § 3.4. Second, the authors recognized that their model is ill-suited for handling opaque or blocking segments, as was seen in the case of Latin liquid dissimilation § 3.5.3. The dissimilation is blocked by [-cor] consonants, which GG's inability to express contributes to its poor performance ( $6.13 \%$ accuracy generalizing to held-out test words) compared to D2L ( $95.96 \%$ accuracy) and even the simple trigram (3G) baseline ( $35.29 \%$ accuracy). Third, the GG model is always looking for the possibility of tier-based generalizations in tirgram constraints, which differs from D2L, where tiers are the natural consequence of adjacent dependencies being inadequate. This difference is critical, as the artificial language experiment in chapter § 6 suggests that learners do not track non-adjacent dependencies when adjacent dependencies suffice.

Consequently, we believe D2L is, at present, the best hypothesis about how the mind may construct phonological tiers. Next we discuss which aspects of D2L lead it to perform more successfully in the experiments than comparison models (§3.6.1), followed by current limitations of D2L and future directions (§ 3.6.2).

### 3.6.1 D2L vs. Other Models

The key to D2L's success is its iterative creation of the deletion set, the complement of which constitutes a tier. It is D2L's tracking of only adjacent dependencies that leads it to add segments that do not work to the deletion set. Consequently, it is-somewhat ironically-D2L's proclivity for adjacency that drives its learning of non-local alternations. We will highlight why this leads it to match human behavior in the artificial language experiments (§ 3.4) and succeed at learning natural language alternations (§ 3.5) even when they contain complexities like blocking segments (§ 3.5.3).

The artificial language experiments (§ 3.4) used poverty-of-stimulus paradigms, which precisely design the exposure (training) data so as to underdetermine what process underlies the observed alternation. Thus, when Finley (2011)'s exposure data contains CVSV- $\underline{S} V$ words, it could be that harmony applies strictly to sibilants across intervening vowels (i.e. $\underline{S V} \underline{S}$ ) or also across intervening non-sibilants (e.g. $\underline{S V C V} \underline{S} V$ ). The exposure data contains no words where sibilants are separated by more than a vowel, so the exposure data underdetermines which of these generalizations underlies the harmony. Similarly, when the exposure data contains $\underline{S V C V-\underline{S V} \text { words, it could be that }}$ harmony applies strictly to sibilants where both consonants and vowels intervene (but not when only a vowel intervenes) or whenever anything other than a sibilant intervenes. Again, the choice is underdetermined. The same logic holds for McMullin and Hansson (2019)'s experiments.

As evidenced by the human behvior, something is critically different between the cases where the exposure data contains CV́V-- $\underline{S V}$ words compared to when it contains $\underline{S V C V}-\underline{S} V$ words. D2L's incremental deleting of adjacent dependencies leads it to delete only vowels ( V ) when exposed to CVSV-́SV words, and both vowels and non-sibilant consonants (V and C) when exposed $\underline{S V C V}$ $\underline{S V}$ words, mirroring the assymetry observed in human behavior. In contrast, consider the way GG constructs a tier. When the exposure data is CV- $\underline{S}-\underline{S} V$ words and $\underline{S V C V}-\underline{S} V$ words, the Hayes and Wilson (2008) model, which GG uses, may observe that non-harmonizing $\underline{S} V \underline{S}$ sequences are conspicuously absent and learn the constraints *[s][][5] and *[J][][s]. When the exposure data is $\underline{S V C V}-\underline{S} V$ words, it may notice that any (harmonizing or not) $\underline{S V} \underline{S}$ sequences are conspicuously absent and learn the constraints $*[\mathrm{~s}][]\left[\int\right], *[\mathrm{~s}][][\mathrm{s}], *\left[\int\right][][\mathrm{s}]$, and $*\left[\int\right][][[]] .{ }^{10}$ In both cases, because GG uses the smallest natural class containing X and Y in *X[]Y constraints, it will project the smallest natural class containing $\left\{\mathrm{s}, \int\right\}$, which is the $[+\mathrm{sib}]$ tier. Thus, fundamentally, GG is not capable of distinguishing the case where sibilants harmonize only across intervening vowels from the case where sibilants harmonize across both vowels and non-sibilant consonants.

When we turn to natural language data, D2L is able to handle blockers for the same reason. Consider the Latin liquid dissimilation from § 3.5.3. For words where the dissimilation of $/ 1 /$ to [ r ] is blocked by an intervening /r/ or [-cor] consonants, the /l/ simply surfaces faithfully as [l], and thus does not require that $\{1\}$ or $[-c o r]$ be added to the deletion set. Consequently, they are preserved on the tier and correctly block dissimilation. If we treat the alternating -alis liquid as underlyingly underspecified /L/ instead of default /l/, the story does not change much. Both [r] and the [-cor] consonants are [-lat], while [l] is [+lat]. Consequently, after deleting vowels from the tier, any /r/ or [-cor] consonants tier-adjacent to /L/ will lead it to correctly (albeit opaquely) dissimilate to [+lat] [1], and the blockers will be perserved on the tier.

In the same scenario, Hayes and Wilson (2008) model, used by GG, may induce the constraint

[^17]*[1][][1] if such sequences are sufficiently absent in the training data. But again, GG induces the smallest natural class containing $\{1\}$, which would be [+lat], since [l] is the only lateral consonant. As a result, neither the [r] nor [-cor] blockers will be projected on the tier. In other words, GG is only sensitive to the harmonizing or dissimilating segments and thus cannot capture blockers unless they coincidentally fall in the smallest natural class subsuming X and Y in the $* \mathrm{X}[] \mathrm{Y}$ constraints that Hayes and Wilson (2008)'s model extracts.

Goldsmith and Riggle (2012)'s model (GR), which was only intended as an informationtheoretic attempt to justify the use of a vowel tier in analyzing Finnish vowel harmony, used Goldsmith and Xanthos (2009)'s HMM to extract tiers. However, this approach is only well-suited for extracting the consonant and vowel tiers. This is because Goldsmith and Xanthos (2009)'s HMM is a state-transition model with two hidden states; it extracts the two classes of segments that maximizes the probability of the data. Intuitively, this is maximized when the two hidden categories transition sequentially in words. In such a case, the probability of transitioning from one state to the next will be high and the probability of staying in the current state will be low. In most imaginable linguistic cases, words tend to switch between consonants and vowels-for example CVCVCV and CVCCVC are more frequent than CCVV or CCCCVCC. This is hardly a categorical fact, but it is a robust statistical trend. Thus, the HMM's two hidden states tend to robustly correspond to the categories consonant and vowel. For this reason, GR is not able to flexibly extend to alternations involving tiers other than the [+cons] or [+vowel] tiers.

The Jardine and McMullin (2017) model (TSLIA) was proposed primarily for proving theoretical learnability results about TSL stringsets. Such proofs require certain assumptions about the data available to the learner. These conditions specify a characteristic sample, which, as discussed by Jardine and McMullin (2017, p. 75), may not be satisfied in natural language data (e.g., due to interaction with other phonotactic constraints). TSLIA's performance suggests that such a sample is indeed not present in our datasets.

Perhaps the best performing comparison model was the LSTM neural network model. While D2L achieves much higher accuracy in the natural language experiments, the LSTM was the only model to achieve at least 0.7 accuracy on all three natural language experiments. Moreover, LSTM generalized harmony/dissimilation in the artificial language experiments. However, the LSTM fails to match human behavior, as it generalizes harmony/dissimilation to all types of test instances, including those where harmony is blocked by intervening segments. This suggests that LSTM may not be well-suited for capturing blockers.

### 3.6.2 Future Directions

D2L is a unified model of learning both string-local and tier-local dependencies, because the learner starts with an empty deletion set. Consequently, local interactions like the English plural alternation (16) and non-local interactions like the Turkish plural alternation (17) can be learned by the same model. In this chapter, we considered single assimilatory and dissimilatory processes. The work in $\S 5$ and § 4 provides a broader framework for how D2L could fit in a larger theory of phonological learning that includes epenthesis, deletion, and multiple generalizations.

In its current form, D2L learns categorical rules. Many phonological processes are variable, so extending D2L to handle variation is an important step for future research. This will likely involve the current component, which constructs a tier and a local rule over it, but would need to allow the rules to be probabilistic.

We believe another promising line for future research involves investigating whether metrical stress and tonal patterns can be learned by a similar process. For example, Jardine (2016a) argued that while most of segmental phonology can be characterized in terms of tier-locality, there are numerous processes in tonal phonology (e.g. tonal plateauing) that may require greater expressive power (unbounded circumambient) to account for. Moreover, McCollum et al. (2020) argued that Tutrugbu ATR harmony requires the same expressive power as Jardine (2016a)'s tonal analyses, suggesting that unbounded circumambient processes may be more prevalent in segmental phonology than previously thought. The key characteristic of unbounded circumambient phenomena is the involvement of dependencies that are arbitrarily far away in both directions. Thus, future research could investigate whether D2L's approach of iteratively deleting adjacent, unuseful, segments could render local the relevant dependencies from both directions.

## CHAPTER 4

# Towards an Algorithmic Account of Underlying Forms 

Some of the material in this chapter has been accepted at the 2023 Society for Computational in Linguistics (SCiL) conference (Belth, 2023c).

A traditional concept in phonological theory is that of the underlying form. However, the history of phonology has witnessed a debate about how abstract underlying representations ought to be allowed to be, and a number of arguments have been given that phonology should abandon such representations altogether. In this chapter, we consider an algorithmic, learning-based approach to the question. We propose a model that, by default, constructs concrete representations of morphemes. When and only when such concrete representations make it challenging to generalize in the face of the sparse statistical profile of language, our proposed model constructs abstract underlying forms that allow for effective generalization. We consider the highly agglutinative language, Turkish, and the heavily-studied Dutch noun voicing alternation as two case studies. We demonstrate that the underlying forms that our model constructs account for the complexities of Turkish phonology resulting from its multifaceted vowel harmony, and enable the highly-accurate prediction of novel surface forms, demonstrating the importance of some underlying forms to generalization. We then argue that the model provides a possible learning-based account of why Dutch-learning children do not productively extend voicing alternations: such alternations are not prevalent enough in a child's input to prevent the construction of productive and accurate morphophonological generalizations from concrete underlying forms.

### 4.1 Introduction

A traditional conception of phonological theory involves abstract underlying representations (URs) together with phonological processes (stated as rules or constraints) mapping between this abstract level of representation and a concrete, surface-level representation. Debates in the 1960's and

1970's questioned how abstract URs should be allowed to be (Hyman, 2018, p. 597), with a particularly famous article by Kiparsky (1968) arguing that the positing of non-concrete representations should only be done when motivated. Any perception of this debate as fading in subsequent years is probably better attributed to the field moving on to other questions than it is to a satisfactory resolution of the debate (Anderson, 2021).

Indeed, some phonologists have taken the position that URs should not be used in phonological theory because doing so is "(i) wrong, (ii) redundant, (iii) indeterminate, (iv) insufficient, or (v) uninteresting," as Hyman (2018, p. 591) summarized the objections. Meanwhile, much of the work on learning phonology has either focused on surface restrictions (e.g., Hayes and Wilson 2008) or continued to assume URs (e.g., Tesar and Smolensky 1998; Boersma 1997), abstracting away from the question of how (and if) such representations are constructed (see Jarosz 2019 for a summary).

One of the main justifications for the use of underlying representations is to capture generalizations. For example, the form of the English plural affix- [z], [s], or [əz]-depends on the stem-final segment, but is predictable from the stem-final segment, as in (69).
(69) [dag-z]
[kæt-s]
[hors-əz]
Positing an underlying /-z/ derived by process into [z], [s], or [əz] allows this generalization to be captured. However such an analysis is not strictly necessary. The allomorphs could each be listed along with a set of sounds each occurs after, or the apparent relationship between singulars and plurals could be ignored altogether and both forms could simply be memorized.

In some cases, experimental and acquisition evidence suggests that learners do have productive, rule-like knowledge. For instance, children overextend morphophonological generalizations (e.g., MacWhinney 1978) and apply them to nonce words (e.g., Berko 1958). But in other cases, experimental and acquisition evidence suggests that learners do not have productive, rule-like knowledge. Some Dutch nouns, for instance, alternate in form between the singular and the plural. Stem-final obstruents are syllabified as a coda in the singular, but as the onset of the plural [-ən] suffix in the plural. Due to devoicing of obstruents in final position, this sometimes leads to stem-final obstruents being voiced in the plural and voiceless in the singular, as in (70a), while others are voiceless throughout the paradigm, as in (70b).
a. [bet] 'bed' [bedən] 'bed'-PL
b. [pet] 'cap' [petən] 'cap'-PL

The underlying form of alternating Dutch nouns is often interpreted as having an underlyingly voiced obstruent that is neutralized in final position; for instance, /bsd/ is taken as the underlying
form of 'bed,' which is transformed into [bet] by a productive devoicing rule. However, acquisition and experimental evidence shows no evidence of Dutch-learning children extending the voicing alternation productively (Zamuner et al., 2006; Kerkhoff, 2007; Zamuner et al., 2012). For instance, children have difficulty recognizing or producing [slat] as the singular form of the plural nonce word [sladən]. ${ }^{1}$

How then are we to choose from the possible analyses of (69)? Is the desire to capture a generalization sufficient motivation to choose the /-z/ analysis? In this chapter we propose a learning-based approach to this question. Specifically, we propose a computational model that assumes, by default, that underlying forms are fully concrete. The model attempts to form morphological generalizations out of sheer necessity to deal with the sparse statistical profile of language (Yang 2016, ch. 2; Chan 2008). ${ }^{2}$ The question then becomes learning-based: when does surface-alternation of a morpheme prevent the learner from forming morphological generalizations from concrete representations? In some-but critically not all-cases, surface-alternations are pervasive enough to drive the learner to resort to abstract URs in order to effectively generalize. We present the model in § 4.2.

We evaluate the model on natural-language corpuses of the highly agglutinative language Turkish, demonstrating both when abstract URs are necessary for generalization and when they are not (§ 4.3). When combined with the model from Chapter 3 for learning local and non-local alternations, the proposed model achieves high accuracy generalizing to held-out test words (§ 4.3.4). We then evaluate the model on a natural-language corpus of Dutch nouns (§4.4). The alternating nouns are not prevalent enough to drive our model to construct abstract URs, and thus allows for highly accurate generalization to held-out test words without a productive generalization for the alternation. This provides a possible learning-based account of the fact that Dutch-learning children show no evidence of having productive knowledge of the voicing alternation.

### 4.2 Model

### 4.2.1 Model Input

The input to the model is a set of morphologically-analyzed surface forms. An example input of nine forms is shown in Tab. 4.1. These word forms are processed by the model incrementally, modeling the growth of a learner's lexicon.

While morphological segmentation is an important area of study in its own right, we believe it is a justified assumption given experimental evidence that infants can effectively morphologically segment nonce words. These results have been observed for French-learning 11mo-old (Marquis

[^18]| Surface Form | Morphological Analysis |
| :--- | :--- |
| 1. [buz-lar] | 'ice-PL' |
| 2. [kuz-lar] | 'girl'-PL |
| 3. [el-ler] | 'hand-PL' |
| 4. [jer-ler-in] | 'place'-PL-GEN |
| 5. [søz-ler] | 'word-PL' |
| 6. [dal-lar-um] | 'branch'-PL-GEN |
| 7. [sap-lar] | 'stalk-PL' |
| 8. [jyz-yn] | 'face'-GEN |
| 9. [ip-ler-in] | 'rope'-PL-GEN |

Table 4.1: An example Turkish input consisting of morphologically-analyzed surface forms.
and Shi, 2012) and English-learning 15mo-old (Mintz, 2013) infants. The finding is corroborated by results for 15 mo Hungarian-learning infants, despite the high-level of agglutination in Hungarian (Ladányi et al., 2020).

### 4.2.2 Model Output

The output of the model is a lexicon, which contains a representation for each morpheme, and a lexicalized list of any input word forms not decomposable into those morphemes. The representation of a morpheme may be concrete or abstract, but we will refer to the representation constructed in the lexicon as a UR, regardless of its abstractness. We treat surface and underlying representations, whether concrete or abstract, as sequences of segments, where each segment is a set of distinctive features.

As discussed by Ettlinger (2008, sec. 4.3.4), the term abstract is not always used consistently. A UR is sometimes called abstract because it lacks the phonetic detail of an actual speech sound (e.g., /D/ as an alveolar stop lacking a voicing specification), or because it contains different segments from a surface form. Following the discussion in § 2.1, it is the creation of non-concrete underlying forms that leads to discrepancies between underlying and surface forms and thus necessitates the construction of a generalization (rule or constraint) to non-trivially map between these levels of representation. We thus consider a UR concrete if all word forms where the morpheme surfaces as something other than the UR are lexicalized. Complementarily, we consider a UR abstract if its surface realization must be inferred from a generalization (rule or constraint). For the time being, our treatment does not differentiate degrees of abstractness. For example, our use of abstract includes both / $\mathrm{d} /$ derived into $[\mathrm{t}]$ by devoicing generalization $/ \mathrm{d} / \rightarrow[\mathrm{t}] /[-\mathrm{voi}] \ldots$ and /D/ derived into [d] / [t] via a voice assimilation generalization, while /D/ would usually be thought of as more abstract than /d/ if [d] sometimes surfaces while /D/ never does. Future work will consider the
question of degrees of abstractness.
We assume, following prior work (§ 4.5), that each morpheme has a single UR. Future work will consider scenarios where this may not be the case. Future work will also consider what changes are necessary to handle nonconcatenative morphology.

### 4.2.3 Model Description

By default, the model creates a concrete UR for each morpheme. Prior work (§ 4.5) often resorts to phonological processes to produce the various surface forms of a morpheme at the first instance of surface alternation. Our model differs from this approach by treating underlying forms as concrete even after the first instance of surface alternation. Instead of immediately collapsing surface forms into a single, abstract UR, our model simply lexicalizes all word forms in which a morpheme occurs as something other than its most frequent form. It is only when the resulting lexicalization becomes unsustainable (see § 4.2.4) that the model then constructs abstract underlying forms from which the surface realizations are derived by morphophonological process.

The pseudocode for the algorithm is shown in (71). ${ }^{3}$ As discussed in § 4.2.1, the input to the model is an incremental stream of morphologically-analyzed surface forms. Whenever the model receives a new surface form ( 71 ; step 1 ), it initially creates a concrete underlying form for each morpheme, storing the most frequent ${ }^{4}$ form of the morpheme concretely ( 71 ; step 3), and lexicalizes any wordforms that contain a different form of the morpheme (91; step 8). However, if too many wordforms in the lexicon are exceptions-where the measurement of "too many" occurs as described in § 4.2.4-the model instead constructs an abstract UR (91; step 5) and then learns a phonological process, via a separate model (see § 4.2.6), to account for the resulting alternation.
(71) Input: Incremental stream of morphologically analyzed SRs

1. While surface form in input do
2.     - For morpheme in segmentation do
3.     - Morpheme UR $\leftarrow$ most freq form
4.     - If too many alternative forms do
5. —— Construct abstract UR
6.     - Learn phonological process
7.     - Else do
8. —— Lexicalize exceptions

For example, consider the pl suffix after the first 2 (of 9) inputs listed in Tab. 4.1 have entered

[^19]| Meaning | UR | Plural Form |
| :---: | :---: | :---: |
| PL | /lar/ | N/A |
| 'ice' 'girl' | /buz/ /kuz/ | Stem-PL |
| 'hand' | /el/ | /el-ler/ |

Table 4.2: When the first three words from Tab. 4.1 enter the lexicon, the stems and plural affix are all stored concretely (left two columns). The plural form of the 'ice' and 'girl' stems are predictably decomposable into their concrete stems and the pl affix (denoted with the boldface concatenation), so those forms need not be stored in the lexicon. However, with /-lar/ as the UR of the plural, the plural form of 'hand' cannot be so decomposed, so it is instead lexicalized.
the learner's lexicon. At this point, the model will be storing the only attested surface form [-lar] as the concrete UR /-lar/.

When the third word enters the lexicon, our model will lexicalize the form 'hand-pl' as /el-ler/, rather than immediately constructing an abstract PL morpheme. This is shown in Tab. 4.2, where each stem and the plural affix have concrete underlying forms, and the plural form of 'ice' and 'girl' are formed by suffixing the plural to the stem, but the plural form of 'hand' is lexicalized.

By the time all 9 words enter the lexicon, however, there will be 4 instances of [-lar] and 4 of [-ler], making it no longer sustainable to keep a concrete underlying form. The difference between these two scenarios and, more generally, the decision of when to create an abstract underlying form, is made by the Tolerance Principle (Yang, 2016), as described next.

### 4.2.4 When is Abstraction Needed?

In order to detect when the amount of surface alternation that prohibits generalization from concrete representations, the model uses the Tolerance Principle, proposed by Yang (2016) and discussed in § 2.5. The Tolerance Principle is a cognitively-grounded tipping point, which hypothesizes that children form productive generalizations when the number of exceptions to a proposed generalization results in a real-time processing cost lower than that without the generalization. The exact derivation of the Tolerance Principle is provided by Yang (2016, ch. 3), but rests critically upon the empirical observation of linguistic sparsity. The Tolerance Principle has had much prior success in computational modeling, lexical, and experimental studies (Schuler et al., 2016; Yang, 2016; Richter, 2018; Koulaguina and Shi, 2019b; Emond and Shi, 2021; Richter, 2021; Belth et al., 2021; Payne, 2022).

Our model's default treatment of underlying forms as concrete can be stated as a morphemespecific rule. In the example above, where only the first 2 words of Tab. 4.1 have entered the

| Morphemes |  | Word Forms |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Meaning | UR | pl Form | gen From | pl, gen Form |
| PL | /lar/ | N/A | N/A | N/A |
| GEN | /in/ | N/A | N/A | N/A |
| 'ice' | /buz/ |  | ?? | ?? |
| 'girl' | /kuz/ | ROOT-PL | ?? | ?? |
| 'stalk' | /sap/ |  | ?? | ?? |
| 'hand' | /el/ | /el-ler/ | ?? | ?? |
| 'word' | /søz/ | /søz-ler/ | ?? | ?? |
| 'face' | /jyz/ | ?? | /jyz-yn/ | ?? |
| 'place' | /jer/ | ?? | ?? | /jer-ler-in/ |
| 'branch' | /dal/ | ?? | ?? | /dal-lar-un/ |
| 'rope' | /ip/ | ?? | ?? | /ip-ler-in/ |

Table 4.3: The left two columns contain morphemes-meaning and form (UR); the right three columns contain word forms. Boldface denotes word forms that can be predictably decomposed into concrete underlying forms, while ' $/-/$ ' notation denotes word forms that must be lexicalized. The '??' denotes word forms that are unknown. Once all nine words from Tab. 4.1 enter the lexicon, most forms ( 6 of 9) cannot be predictably decomposed into concrete underlying forms, so the model constructs abstract URs, as described in § 4.2.5.
lexicon, the rule for the PL form would be (72), which predicts that the PL morpheme is realized as [-lar].

## (72) If PL then [-lar]

The Tolerance Principle threshold, which evaluates a linguistic rule (generalization), is repeated from (15) in (73), where $n$ is the number of items the rule applies to and $e$ is the number of exceptions to the rule.

$$
\begin{equation*}
e \leq \frac{n}{\ln n} \tag{73}
\end{equation*}
$$

Thus, our model tracks-for each morpheme-the number of observed words in which the morpheme appears ( n ) and the number of those where surface alternation leads the morpheme to be realized as something other than its hypothesized concrete form (e).

If the (73) threshold is met, then the UR remains concrete and the word forms where the suffix is realized as something else are lexicalized ${ }^{5}$ as exceptions. For example, when the 3rd item in Tab. 4.1 enters the lexicon, the realization of pl as [-ler] violates (72). However, with only three word forms containing pl this one exception can be lexicalized, since $1 \leq 3 / \ln 3$.

On the other hand, if the (73) threshold is violated-i.e., $n>\frac{n}{\ln n}$-then the model constructs an abstract underlying form. For example, when the 9th item of Tab. 4.1 enters the lexicon, the realization of PL as [-ler] becomes the 4th of 8 forms in which PL is realized as [-ler] instead of the [-lar] predicted by (72). Because $4>8 / \ln 8$, the model will construct an abstract UR for the PL morpheme.

This is shown in Tab. 4.3, where the plural is realized as [-lar] in 3 plural forms and 1 plural, genitive form, but there are 4 forms that must be lexicalized because they instead have the [-ler] form. ${ }^{6}$

Constructing abstract URs introduces discrepancies between URs and SRs for any word forms containing the morpheme, so our model then passes the (UR, SR) pairs implicit in its lexicon ${ }^{7}$ to a model that learns phonological alternations to account for the newly-introduced discrepancies. The process of constructing abstract URs is described in $\S 4.2 .5$ and the process of learning what conditions the alternations is described in § 4.2.6.

[^20]
### 4.2.5 Constructing Abstract URs

The model's first step in constructing an abstract UR for a morpheme is to create the set of forms that the morpheme is realized as. For example, the forms of the GEN affix attested in Tab. 4.1 are [-in] / [-un] / [-yn], and of the PL affix are [-lar] / [-ler].

Next, the model aligns each of the forms. This is trivial for fixed-length affixes (e.g., the case of the PL affix). If the length of the forms are not all the same, then the model counts the lengths of the morpheme's realizations. For example, the dative affix can be realized as [-a] or [-e], but may contain an affix-initial [j] when attaching to a morpheme that ends in a vowel. The model thus counts the number of words in which $[-\alpha]$ or $[-\mathrm{e}]$ (length 1) is the realization, and the number in which $[-\mathrm{ja}]$ or $[-\mathrm{je}]$ is the realization (length 2 ), and chooses the most frequent length as the length of the UR. If a shorter length is chosen, the extra segment(s) are treated as epenthesized; if the longer is chosen, they are treated as deleted. For simplicity, we assume that these segments epenthesize or delete on the left, which is a simplification. This process is not guaranteed to generalize to other languages, so future work will develop a more robust alignment process by more tightly combining the problems of abstract UR construction and rule construction.

Once the forms are aligned, the UR is constructed one segment at a time. Each segment is set to match in features where all realizations of the affix match; features that alternate across forms are unspecified underlyingly. For example, [-lar] / [-ler] will lead to /-lAr/, where A is the low, unround vowel with backness unspecified, because both forms agree in the initial and final segments, but the vowel alternates on backness. Similarly, [-in] / [-un] / [-yn] will result in /-Hn/, where H is the high vowel with backness and roundness unspecified, since [i] and [y] differ in backness from [u] while [i] and [u] differ from [y] in roundness.

### 4.2.6 Learning Alternations

When the number of words where the morpheme's surface alternation requires the word be lexicalized becomes too great, the model constructs an abstract UR for the morpheme. This abstract UR introduces a discrepancy between the abstract UR and its surface realization. The model thus constructs a set of (UR, SR) pairs from the lexicon, which it passes to a model that learns a phonological process to derive the various surface forms.

For example, when the 9th item from Tab. 4.1 causes /lar/ to no-longer be sustainable as the PL affix UR, the lexicon is as described in Tab. 4.3. The surface form for the PL forms of the roots 'ice', 'girl', and 'stalk' are computed by concatenating /lar/ to the stem (i.e., Stem-PL), and the remaining six known surface forms, which were lexicalized, are extracted directly from the lexicon. Since the PL is being collapsed into /lAr/, each word's UR is computed by replacing the surface realization of the PL affix with this new UR. Thus, the (UR, SR) pairs at this point would be \{(/buzlAr/, [buzlar]),
(/kuzlAr/, [kuzlar]), (/saplAr/, [saplar]), (/ellAr/, [eller]), (/søzlAr/, [søzler]), (/jyzyn/, [jyzyn]), (/jerlArin/, [jerlerin]), (/dallArun/, [dallarun]), (/iplArin/, [iplerin]) \}.

Learning phonological processes from UR-SR pairs is an active area of study, and many models have been proposed (see Jarosz 2019 for an overview). In this chapter we chose D2L (§ 3), which is a cognitively-grounded model that provides a unified ability to learn local and non-local alternations, which is important, given Turkish's non-local vowel harmony combined with local processes like voicing assimilation (see § 4.3.1). See chapter § 3 for a description of the D2L model.

### 4.3 Turkish Case Study

This section provides a case study of our proposed model on the highly agglutinative language, Turkish. In § 4.3.1 we describe some relevant details of Turkish. We then describe the setup of our evaluation in $\S$ 4.3.2. Finally, we present qualitative results in $\S$ 4.3.3 and quantitative results in § 4.3.4.

### 4.3.1 Turkish

Turkish phonology receives attention often because of its apparently complex vowel harmony system. It exhibits both primary front/back harmony and secondary rounding harmony, which is parasitic on height: only [+high] vowels harmonize for roundness. Moreover, Turkish has a number of exceptional suffixes whose vowels do not participate in harmony, and even half-harmonizing suffixes, which have multiple vowels, some of which harmonize and some of which do not. These harmony processes occur alongside other processes, such as local voicing assimilation. The Turkish vowel inventory is shown in (74).

|  | front |  | back |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (74) |  | unround | round | unround | round |
| high | i | y | u | u |  |
| low | e | $\varnothing$ | a | o |  |

The primary harmony process is observed in affix vowels that alternate between [+back] when the preceding vowel is [+back] and [-back] when it is [-back], as in (75) (examples from Nevins 2010, p. 28; Kabak 2011, p. 3).
(75)

branch-PL-GEN
place-PL-GEN
rope-PL-GEN

The secondary rounding harmony involves suffixal [+high] vowels matching in roundness to the vowel to the left, as in (76) (examples from Nevins 2010, p. 29; Kabak 2011, p. 3). This harmony occurs regardless of whether the vowel to the left is [+high] (76a) or [-high] (76b).

| a. [ip-in] | rope-GEN |
| :---: | :---: |
| [jyz-yn] | face-GEN |
| [kuz-wn] | girl-GEN |
| [buz-un] | ice-gen |
| b. [el-in] | hand-GEN |
| [s¢z-yn] | word-GEN |
| [sap-un] | stalk-GEN |
| [jol-un] | road-GEN |

Some suffixes have vowels that do not participate in harmony. ${ }^{8}$ For example, the suffix [-ki] can attach to a temporal or spatial nominal root to yield adjectival forms as in (77), where the suffix surfaces with the vowel [i] regardless of the final vowel of the stem (examples from Oflazer 1994, p. 144). The PL suffix, which alternated in (75), here harmonizes with the [i] vowel (77b), thus surfacing as [e].

$$
\begin{array}{ll}
\text { a. } \begin{array}{l}
\text { [ønde-ki] } \\
\\
{[\text { jarum-ki] }}
\end{array} & \begin{array}{l}
\text { '(the one) before' } \\
\text { '(the one) tomorrow' }
\end{array} \tag{77}
\end{array}
$$

b. [ønge-ki-ler] '(the ones) before'
[jarum-ki-ler] '(the ones) tomorrow'
The situation gets more complex, as some suffixes are half harmonizing, meaning they have two vowels with one harmonizing and one not. ${ }^{9}$ An example is shown in (78a), where the first vowel of the abilitative (ABIL) suffix harmonizes with the vowel to the left, but the second vowel is always [-back] [i] even when the first vowel is [+back] (Kornfilt, 2013). The aorist (AOR) suffix vowel then harmonizes with the abilitative's non-harmonizing second vowel [i] in (78a). The example (78b) demonstrates that the AOR suffixal vowel surfacing as [i] in (78a) is indeed due to harmony, as it harmonizes in (78b) with [o].

$$
\begin{array}{rr}
\text { a. } & \text { [jaz-abil-ir] }  \tag{78}\\
\text { [jyz-ebil-ir] } & \text { 'write'-ABIL-AOR } \\
\text { 'swim'-ABIL-AOR }
\end{array}
$$

[^21]$$
\text { b. }[\underline{o l}-\underline{u r}] \quad \text { 'become'-AOR }
$$

Vowel harmony often goes in hand with other phonological processes, such as voicing assimilation. This can be seen, for example, in the locative (LOC) suffix, which exhibits vowel harmony, but begins with an alveolar stop, which assimilates in voicing to the segment to its left, as in (79) (examples from Dobrovolsky 1982; Çöltekin 2010; Kornfilt 2013).

$$
\begin{array}{ll}
\text { [byro-da] } & \text { 'office'-LOC }  \tag{79}\\
\text { [ev-de] } & \text { 'house'-LOC } \\
\text { [dep-te] } & \text { 'pocket'-LOC }
\end{array}
$$

In the remaining subsections, we demonstrate how our proposed model elegantly accounts for these complexities in Turkish (§4.3.3), and how this allows for novel surface forms to be accurately predicted (§ 4.3.4). First, though, we introduce the setup and data we used for our experiments (§ 4.3.2).

### 4.3.2 Setup and Data

To simulate learning in Turkish, we constructed two Turkish datasets consisting of frequencyannotated and morphologically-analyzed surface forms (see below). To simulate one learning trajectory, we sampled words with replacement from the corpus, weighted by frequency. Each time a new word form is sampled, the learner adds it to its lexicon. We then investigate the underlying forms of each morpheme, seeing which are concrete and which are abstract (§ 4.3.3). We then evaluate how accurately the model, combined with a model for learning alternation rules, allows novel surface forms to be predicted (§ 4.3.4).

We constructed two datasets, called MorphoChallenge and CHILDES. The first used data from MorphoChallenge (Kurimo et al., 2010), which contains a large Turkish corpus annotated with word frequencies. To generate morphological analyses of words, we used Çöltekin (2010, 2014)'s finite state morphological analyzer, which is designed for Turkish. This is similar to the process used in the MorphoChallenge, but is publicly available. ${ }^{10}$ We dropped any word in MorphoChallenge that had fewer than 25 occurrences or for which the morphological analyzer failed to provide an analysis. We also removed forms with affixes that are analyzed by Çöltekin $(2010,2014)$ as having multiple underlying forms. For example, the highly irregular aorist suffix is sometimes described as having four underlying forms: /-Ar/, /-Hr, /-z/, /-null/. Future work will consider scenarios where multiple URs are necessary. This resulted in 22,315 frequency-annotated and morphologically-analyzed surface forms, which we transcribed into IPA.

[^22]The second dataset is derived from the child-directed speech in the Aksu (Slobin, 1982) and Altinkamis corpuses of the CHILDES database MacWhinney (2000). We computed the frequency of each word in the corpuses and used the same process as above to morphologically analyze each word. This dataset is much smaller, so we did not exclude words with low corpus counts from this dataset. The resulted in 1,727 frequency-annotated and morphologically-analyzed surface forms, transcribed into IPA.

Note that some Turkish suffixes exhibit deletion/epenthesis to avoid CC or VV clusters. These additional processes are at present ignored, because the implementation provided by § 3 was designed for harmony and disharmony. Future work will extend the implementation to epenthesis and deletion by incorporating PLP, which handles such processes.

### 4.3.3 Suffixes: Abstract and Concrete

Remarkably, the apparent complexity of Turkish vowel harmony, discussed in § 4.3.1, vanishes when we investigate the output of our model. ${ }^{11}$ As before, we will let A denote the Turkish low, unround vowel with backness unspecified (extensionally, $\{\mathrm{e}, \mathrm{a}\}$ ) and H be the Turkish high vowel with both backness and height unspecified (extensionally, $\{i, y, u, u\}$ ). Moreover, we will use D to denote the alveolar stop with voicing unspecified (extensionally, $\{\mathrm{d}, \mathrm{t}\}$ ).

We will walk through the complexities exemplified by (75)-(79) one-by-one. First, the PL suffix in (75), which has a low unrounded vowel, participates in front/back harmony, but not rounding harmony because it is not a [+high] vowel. Our model constructed the underlying form /-lAr/ for this suffix, capturing the fact that it only harmonizes for backness.

The GEN suffix in (75)-(76) has a [+high] vowel and participates in both primary and secondary harmony. Our model constructed the underlying form $/-\mathrm{Hn} /$ for this suffix, which captures the surface alternation of this morpheme.

Next, the [-ki] suffix in (77) does not participate in harmony, and our model consistently represents it with a concrete form /-ki/.

For the abilitative suffix in (78), our model abstracts the first, harmonizing vowel, but keeps the second, non-harmonizing vowel concrete -/Abil/.

Lastly, the UR for the locative suffix in (79) is constructed with both segments abstract /-DA/, capturing both the voicing assimilation of the initial alveolar stop and the vowel harmony of the second segment.

These underlying forms allow D2L to learn two rules, which allow for the accurate prediction of novel surface forms. On the resulting (UR, SR) pairs, D2L learns a vowel harmony rule, which targets both / A/ and /H/ vowels, and enforces harmony with respect to their unspecified values:

[^23]| Affix | UR | Abstract |
| :--- | :--- | :---: |
| PL | /-lAr/ | Y |
| P3S | /-H/ | Y |
| P1S | /-m/ | N |
| GEN | /-Hn/ | Y |
| DAT | /-A/ | Y |
| ACC | /-H/ | Y |
| LOC | /-DA/ | Y |
| VN:INF | /-mA/ | Y |
| lH | /-lu/ | N |
| P2S | /-n/ | N |

Table 4.4: Top 10 most frequent affixes in a random, frequency-weighted sample of 1 K words from the CHILDES dataset, and the URs that our model learned. See http://coltekin.net/cagri/trmorph/trmorph-manual.pdf for a description of affix names.
[back] for /A/ and both [back] and [round] for /H/ (80a). The model automatically constructs a vowel tier and enforces harmony locally over that tier (see § 3 for details). D2L also learns a local voice assimilation rule, which causes /D/ to take its [voi] value from the segment to its left (80b). ${ }^{12}$
a. $\operatorname{Agree}([$ back $],\{$ back, round $\}) /[-$ cons $] ~ \ldots \circ \operatorname{proj}(\cdot,[-$ cons $])$
b. $\operatorname{Agree}([? v o i],\{$ voi $\}) /[*] ~ ـ$

It is worth noting that others-in particular Nevins (2010)—have similarly argued that Turkish vowel harmony can be elegantly accounted for with an underspecification approach. Our model builds on Nevins (2010)'s observations by providing an explicit computational model that constructs underlying forms, which turn out to be consistent with this analysis.

As a further analysis, we show the 10 most frequent affixes in a 1 K word sample of the CHILDES corpus in Tab. 4.4, along with the UR that our model constructed for each. Of the 10 affixes, 7 have been collapsed into abstract forms. However, there are 3 forms ( $\mathrm{P} 1 \mathrm{~S}, 1 \mathrm{H}, \mathrm{P} 2 \mathrm{~S}$ ) that were quite frequent, but are still able to be stored concretely. The P1S and P2S affixes do not have alternating segments in Turkish, so it is expected that these would be concrete. The " 1 H " affix, as captured by its name, can surface with any high vowel. However, in the training data, the [-luu] form occurs 25 out of 32 times, so the 7 words where it surfaces as something else are lexicalized ( $7<=32 / \ln 32$ ).
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### 4.3.4 Quantitative Evaluation

We also evaluated how the model enables generalization, when paired with a model for learning phonological alternations. We used our model in tandem with D2L to learn to map a stem and morphological analysis of a surface form to an actual surface form. For example, given the stem [dal] and morphological analysis Stem-PL-GEN, our model's underlying forms for -PL and -GEN are concatenated to the stem to form a UR, to which the generalizations learned by D2L can then be applied to predict a surface form, such as [dallarum].

### 4.3.4.1 Setup

We ran the model on both datasets, simulating incremental learning by sampling words with replacement and weighted by frequency, and adding them to the lexicon when sampled. As this process incrementally adds words to the lexicon, our model operates as described in (71). In 250word increments (i.e., every time the lexicon grows by 250 unique words) for MorphoChallenge and 100-word increments for CHILDES, we evaluated the model by using the rules learned by Belth (2023b)'s model-on our learned underlying forms-to predict the surface form of all the words not in the lexicon. We carried out 5 simulations on each dataset, using different random seeds for sampling on each.

As a comparison, we used a transformer-based (Vaswani et al., 2017) seq-to-seq model. At each training increment ( 250 words for MorphoChallenge and 100 for CHILDES), we created a random 80/20 train/dev split of the training data to tune hyperparameters. We search over the hyperparameters shown in (81) and choose the combination with the highest accuracy on the dev set. We then trained a model with the best hyperparameters on the entire training set (i.e. re-merging the $80 / 20$ split).
(81) learning rate $\in[0.0001,0.01]$
number of epochs $\in\{10,11,12, \ldots, 29,30\}$
embedding dimension $\in\{16,32,64,128,256,512\}$
hidden dimension $\in\{16,32,64,128,256,512\}$
number of attention heads $\in\{1,2,4,8\}$
number of encoder layers $\in\{1,2,3,4\}$
number of decoder layers $\in\{1,2,3,4\}$

### 4.3.4.2 Results

The results are shown in Fig. 4.1, where the $x$-axis shows the incremental growth of the learner's lexicon (i.e., the training size), and the $y$-axis shows the accuracy at predicting novel surface forms


Figure 4.1: Our proposed model's accuracy (averaged over 5 simulations) at predicting novel surface forms. The $x$-axis shows the growth of the learner's lexicon (i.e., the training size). The gray, dashed line marks the 0.9 accuracy point.
at that point during training. The accuracy is computed over all surface forms not currently in the training data. Each subfigure is for one of the two datasets. The MorphoChallenge results (Fig. 4.1a) are reported up to a size of 3 K words, so the test results are on 10 s of thousands of novel words.

Our model's accuracy is higher than that of the transformer model at all training sizes. The dip in transformer accuracy at 800 training size in CHILDES is likely due to high variance across the 5 runs, and the curve would likely smooth with more simulations.

Our model's performance appears to be consistent with acquisition studies. Altan (2009) found that Turkish-speaking children as young as $2 ; 0$ extend vowel harmony to nonce words. Studies across languages reveal that a child's vocabulary is quite modest at this age, with an upper bound around 1K words (Fenson et al., 1994; Hart and Risley, 1995; Szagun et al., 2006; Bornstein et al., 2004). The model's performance on both datasets is above $90 \%$ accuracy (gray, dashed line) when its vocabulary contains 1 K words.

### 4.3.4.3 Error Analysis

Of the errors, around $52 \%$ result from the model having a concrete form of an affix, which it then errantly predicts for a novel word that exhibits alternation in that affix. For example, there are insufficient forms in the training data to make /up/ as the concrete CV:IP affix prohibitive ( $e=$ $5<=n=13 / \ln 13$ ), even though vowel harmony leads it to sometimes surfaces with other high vowels. As a result, novel words like [gel-ip], which take the [ip] form of the affix are mispredicted.

About $47 \%$ of the errors are the result of vowel harmony or consonant assimilation being predicted for a novel form that exceptionally does not involve harmony. For example, the word [saatler] 'watch-PL' is predicted by our model to be [saat-lar] because the UR for the plural suffix is
/lAr/, as it systematically harmonizes. According to a Wiktionary search, ${ }^{13}$ the root [saat] is of Arabic origins. Because Arabic has a different vowel system, vowels in Arabic loan words may conform to the Turkish vowel system when entering Turkish, and thus sometimes behave oddly. Indeed, Altan (2009) observed that children may overextend vowel harmony to such words.

The remaining $1 \%$ of errors result from very low frequency affixes which are simply unattested in the training data.

### 4.4 Dutch Case Study

In this section, we provide a case study of our proposed model on voicing alternations in Dutch noun paradigms. In § 4.4.1 we describe the relevant details of Dutch. In § 4.4.2 we describe our experimental setup. Then, in § 4.4.3 we discuss how the model's results may account for experimental results discussed in § 4.4.1, and demonstrate that the model's output allows accurate prediction of novel forms in § 4.4.4.

### 4.4.1 Dutch

Dutch, like many other languages (e.g., German and Polish), exhibits a phonotactic restriction against syllable-final voiced obstruents. Beyond the distribution of voiced obstruents, a primary indication of this restriction comes from certain informative noun paradigms. Many Dutch plural nouns are formed by suffixing [-ən]. When this plural suffix attaches to a stem ending in an obstruent, the obstruent is syllabified as the onset of the syllable containing the plural suffix syllable. In some noun paradigms-such as (82a; data from Zamuner et al. 2012, p. 482)-the stem-final obstruent is voiced in the plural form, but unvoiced in the singular, where it occurs in syllable-final position. In other paradigms, the obstruent is voiceless throughout the paradigm-e.g., (82b).
a. [bet] 'bed' [bedən] 'bed'-pL
b. [pet] 'cap' [petən] 'cap'-PL

Because not all nouns with stem-final obstruents alternate, researchers have taken interest in whether Dutch learners are aware of which nouns alternate and which do not (i.e., are they sensitive to the alternation for nouns that they know?), and, if so, whether learners generalize productively so as to expect stem-final voiced obstruents in novel plural nouns to be voiceless in the singular.

Dutch nouns also frequently occur in the diminutive (both singular and plural), with especially common occurrence in child-directed speech. In fact, some plural diminutive forms of a noun are more frequent than their non-diminutive counterparts. For example, Kerkhoff (2007, p. 113) found

[^25]that eendjes 'ducklings' occurs more times (eight) in her corpus of child-directed speech than does the ducks (three). This is an important fact ${ }^{14}$ because nouns with voiced stem-final segments in the (non-diminutive) plural are unvoiced in both the singular and plural diminutives, as in the (nondiminutive) singular. For example, in (83) the stem-final obstruent of paard 'horse' surfaces as [t] in all forms except for the non-diminutive plural (83b).
(83) a. [part] 'horse'
b. [pardən] 'horses'
c. [partjə] 'horsie'
d. [partjos] 'horsies'

If the child learns (83c) 'horsie' and (83d) 'horsies' before learning (83b) 'horses'—a plausible scenario given the prevelance of dimnuitves in child-directed speech-then the child receives no evidence of an alternation. This highlights the importance of considering the details of the child's input in understanding what representations and generalizations they may construct.

Many other languages exhibit syllable-final devoicing that manifests in voicing alternations. For example, German exhibits a descriptively similar alternation, in which devoicing of obstruents in final position appears in the form of voicing alternations like [hvnt] 'dog' ~ [hvndə] 'dogs.' Because of their descriptive similarity, these cross-linguistic patterns and processes are usually treated as a group. However, what is cross-linguistically descriptively similar may not have the same cognitive status across speakers of the languages.

In an age-controlled experiment, Buckler and Fikkert (2016) found German 3-year-olds show more advanced knowledge of which nouns in their mental lexicon alternate in comparison to 3-yearold Dutch children. The authors argue that this is likely attributable to language-specific factors, including the fact that German uses voicing contrastively over a broader range of obstruents than Dutch does and that Dutch exhibits both progressive and regressive voicing assimilation while German only commonly exhibits progressive voicing assimilation. These cross-linguistic differences may make the voicing alternating in noun paradigms harder to acquire for Dutch learners than German learners. Perhaps more significantly, Buckler and Fikkert (2016) performed a corpus study of German and Dutch nouns in CHILDES (MacWhinney, 2000), and found that the analyzed German child-directed speech contained a much greater number of alternating noun paradigms than that of Dutch, whether counted in type frequency ( 72 in German vs. 22 in Dutch) or token frequency (1572 in German vs. 158 in Dutch).

Several other studies have investigated whether knowledge of the Dutch voicing alternation is productive for children, and found evidence that it is not. Zamuner et al. (2012) performed a reverse wug test with 2.5 -year-old and 3.5 -year-old children. A reverse wug test presents the plural form

[^26]of a nonce noun and asks participants to produce the singular, which flips the classical setting originating from Berko (1958), in which the participants are asked to produce the plural form from the singular nonce. For example, the children were presented with nonce noun plurals where the stem-final obstruent for some was voiced [d], as in (84a), and for others was voiceless [t], as in (84b).
a. [sladən]
[kedən]
b. [klatən]
[jitən]
The nonce-paradigms with the [d] plural forms alternate, since the [d] will occur in final position in the singular; the paradigms with [ t ] plurals do not alternate.

In general, children at both ages were not very good at producing a singular form at all, perhaps showing the difficulty of the task for a young child. However, when children did produce a singular form, they showed significantly better performance at both ages when the stem-final obstruent was voiceless-i.e. the nonce noun paradigm did not alternate-than when it was voiced.

Another study by Zamuner et al. (2006) corroborates these results. The structure of Zamuner et al. (2006)'s study was very similar to that of Zamuner et al. (2012), but it tested children's comprehension rather than production. Again, 2.5 year old and 3.5 year old children were tested. The children were presented the same stimuli as in the production study, but instead of being asked to produce the singular form, an experimenter read the singular form and asked the children to point to the correct image. There were three image choices: the plural image of the nonce, the singular image of the nonce (the correct choice), and a distractor (a plural image of a different nonce). For example, a child would be shown a plural picture and told that it represents multiple [sladən], and then asked to point to the picture of a [slat].

Children showed better performance at this comprehension task than production-based tasks. Moreover, children at both ages were much more accurate at identifying the correct singular image when the nonce-paradigm did not alternate than when it did. The authors also flipped the experiment, performing a standard singular-to-plural (comprehension) wug test. Again, the children were significantly better at identifying the correct plural for non-alternating paradigms.

These results are perhaps not surprising. Buckler and Fikkert (2016) found Dutch 3-year-olds to show little knowledge of which nouns in their mental lexicon alternate; lacking such robust knowledge, there would be little information for children to have used to construct a productive generalization for the voicing alternation.

Kerkhoff (2007, ch. 6) found that adult speakers of Dutch were able to produce singulars for nonce plurals from both alternating and non-alternating paradigms. This may constitute evidence
that the voicing alternation eventually emerges as productive. However, such productivity may be aided by orthography: Kerkhoff (2007) observes that, e.g., the orthographic rendering of (82a) bed ~ bedden makes the status of the final [ t ] in [bet] as a neutralized / $\mathrm{d} /$ transparent, and children continue to show little evidence of productively generalizing the alternation even at age 6 .

In the remainder of this chapter, we will demonstrate how our model gives a possible learningbased explanation for these results. When run on a realistic child-directed speech corpus, the prevalence of voicing alternations in noun paradigms is rare enough that alternating forms can be lexicalized as the exceptions to productive morphological rules. Consequently, no phonological process is constructed.

Before proceeding, it is important to address one remaining fact about Dutch nouns. Some nouns are formed by suffixing [-s], not $[-ə n]$, to the stem; (85) gives examples.

$$
\begin{array}{lll}
\text { [vo:yəl] 'bird' } & \text { [vo:yəls] 'birds' }  \tag{85}\\
\text { [vigər] 'finger' } & \text { [viŋərs] 'fingers' }
\end{array}
$$

The [-s] plural is usually used after syllables that do not have main stress (Booij, 1999, p. 82). Because [ $\quad$ ] does not bear stress in Dutch (Booij, 1999, p. 5), a very strong indicator of the [-s] plural suffix is a stem ending in a syllable with a [ə] nucleus. The [-s] suffix is less frequent than the [-ən] suffix, does not often attach to a stem with a final obstruent, and does not lead to a stem-final consonant being re-syllabified. Thus, the [-s] suffix does not directly contribute to the Dutch voicing alternation, and nouns taking it are usually ignored in corpus and experimental studies. However, a complete story of Dutch nouns must account for these, and our own dataset (see below) retains them.

### 4.4.2 Setup and Data

We extracted nouns from the child-directed speech in the Van Kampen (Van Kampen, 1994, 2009) corpus of the CHILDES (MacWhinney, 2000) database. We used all sessions with children up to age 3.5 years, following Buckler and Fikkert (2016)'s corpus study, and the age of children in Zamuner et al. $(2006,2012)$ 's experiments. We used the TreeTagger ${ }^{15}$ part-of-speech tagger (Schmid, 1999, 2013) to extract nouns from the corpus. The tagger also specifies whether the noun is singular or plural. We tagged diminutive nouns post-hoc based on the $-j e$ suffix (the TreeTagger provides lemmas for tagged words). To get IPA transcriptions, we took the intersection of the resulting set of nouns with the Dutch part of wikipron (Lee et al., 2020). Finally, we computed the frequency of each word in the corpus, and dropped words with only a single occurrence. This resulted in a set of 887 nouns- 606 singular, 107 plural, 124 singular diminutive, and 50 plural diminutive.

[^27]| Meaning | UR | Abstract |
| :--- | :--- | :---: |
| PL | /-ən/ | N |
| DIM | /-jə/ | N |
| 'horse' | /part/ | N |
| 'book' | /buk/ | N |

Table 4.5: The underlying forms of the plural and diminutive suffixes, as well as example roots 'horse' (which alternates) and 'book' (which does not alternate) after running on the model on the 887 Dutch nouns from the CHILDES dataset.

### 4.4.3 Generalization Without Abstraction

We ran our model on the 887 nouns in our dataset. The underlying forms of the plural (PL) and diminutive (DIM) affixes, as well as the root nouns 'horse' and 'book' are shown in Tab. 4.5. All four morphemes are concrete. Even though the noun 'horse' occurs in singular, plural, singular diminutive, and plural diminutive forms, the root occurs as [part], with voiceless [ t ], in all but the plural [pardən] (see. 83). Since $1 \leq 4 / \ln 4$, the plural form is lexicalized. The root contains voiceless /t/ because 3 of 4 forms realize the obstruent as that. Similarly, the UR for 'book' is [buk] because this is the realization of the root in all four forms.

In short, then, surface alternation is rare enough in our sample of Dutch child-directed speech that concrete forms are sustainable for root morphemes, even if the final segment is an alternating obstruent. It is possible, however, that the number of alternating noun paradigms could grow large enough that it prohibits the formation of morphological (re-)inflection rules. For example, suppose a learner is trying to learn a generalization from SGs to PLs and posits the rule (86), stating that the plural form of a noun can be derived by suffixing $[-ə n]$ to the root form.
(86) $\mathrm{PL}=$ ROOT-[әп]

Alternating noun paradigms will appear to be exceptions to this generalization, since suffixing [ən] to a root form that ends in a voiceless obstruent will fail to yield the appropriate plural form in such cases (e.g., producing *[partən] instead of [pardən]). This is not a feature of particular morphemes, and hence does not lead our model to posit abstract underlying forms. It is, however, a possible second stage at which abstraction could become necessary.

To determine whether this is the case for Dutch, we ran the Abduction of Tolerable Productivity (ATP) model from Belth et al. (2021), to learn morphological inflection rules from the underlying forms our model constructs. The model learns to map from lemmas (root forms) and features (morphosyntactic and/or phonological) to an inflected form.

If the model fails to construct a rule for deriving the plural form from the root, this is evidence that abstraction is necessary. Future work will combine these into a single model.


Figure 4.2: Morphological Inflection Rules

ATP's output is shown as a decision tree in Fig. 4.2. The left-most leaf shows that (nondiminutive) singulars add no suffix (- $\emptyset$ denotes the null suffix) to the lemma. The [-jə] and [-jəs] leaves show that singular and plural diminutives are formed by suffixing [-jə] and [-jəs] to the lemma, respectively. The remaining two leaves show how plurals are formed: [-s] if the lemma ends in a syllable with a [ə] nucleus, and [-ən] otherwise.

In (87), we show the Tolerance Principle counts for each of ATP's rules. The rules are shown as an ordered list from most specific (deepest in tree) to least specific.
a. $\mathrm{PL} \wedge \neg \mathrm{DIM} \wedge \neg[ə]$ nucleus $\rightarrow[-ə \mathrm{n}] \quad(n=90, e=10 \leq 90 / \ln 90=20.0)$
b. $\quad$ PL $\wedge \neg \mathrm{DIM} \rightarrow[-\mathrm{s}] \quad(n=17, e=2 \leq 16 / \ln 16=6.0)$
c. $\mathrm{PL} \rightarrow[-\mathrm{j} \partial \mathrm{S}] \quad(n=50, e=0 \leq 50 / \ln 50=12.8)$
d. $\neg$ DIM $\rightarrow-\emptyset \quad(n=603, e=0 \leq 603 / \ln 603=94.2)$
e. Elsewhere $\rightarrow[-j ə] \quad(n=124, e=6 \leq 124 / \ln 124=25.7)$

Since alternations only occur for paradigms where a stem-final obstruent is re-syllabified in the onset of the $[-\partial n]$ PL suffix, the alternating nouns fall in the third-from-left branch of the tree, whose counts are shown in (87a). Since $10 \leq 90 / \ln 90$, the rule is productive despite the alternation and the

Table 4.6: Both humans and our model perform much better at identifying the singular of a nonce plural when the noun does not alternate than when it does. In comparison, a trigram language model does not reflect this asymmetry.

|  | Non-Alternating | Alternating |
| :---: | :---: | :---: |
| Humans | 0.61 | 0.48 |
| Our Model | 1.00 | 0.33 |
| Trigram | 1.00 | 1.00 |

alternating nouns can be lexicalized. Moreover, of the 10 exceptions, only 8 are due to the voicing alternation. ${ }^{16}$ The parent node of the plural suffixes (87a)-(87b) had $n=90+17=107$ nouns, of which 16 take the $[-s]$ suffix and only 8 alternate. Thus, subdividing to isolate the 16 nouns that take [-s] instead of subdividing to isolate the 8 alternating nouns that take [-ən] is expected. Note that if the underlying forms of alternating noun stems contained voiced obstruents instead of voiceless obstruents, the exceptions would instead have gone to the left-most branch (87d) (since devoicing would be necessary to produce the correct singular form), but $8 \leq 94.2$, so the conclusion would hold even more strongly.

It appears, then, that Dutch-learning children may lack productive knowledge of voicing alternations because such knowledge is not important to their developing linguistic system. Our model demonstrates that highly productive morphological generalizations are possible without knowledge of voicing alternations, and perhaps child learners are content with these imperfect but fully sufficient generalizations.

To make this point more clear, consider our model's behavior on the nonce nouns from Zamuner et al. $(2006,2012)$. We consider the comprehension reverse wug test, in which children were presented with a nonce plural followed by its singular form and were then asked to identify the picture corresponding to the singular. Since our model did not need to learn a voicing alternation, when we present the plurals to our model, the predicted singular form is simply the plural with the [-ən] suffix removed. For example, our model predicts [slad], [ked], [klat], and [jit] as the singular for the alternating nonce words in (84), repeated in (88).
a. [sladən]
[kedən]
b. [klatən]
[jıtən]

The predictions will match the singular spoken by the experimenter, which always ends in [t],

[^28]for non-alternating forms (88b) but not for the alternating forms (88a). When the model's prediction does not match the singular, we suppose that the image is chosen at random (from three choices). The resulting predictions are shown in Tab. 4.6, where our model predicts the expected form for non-alternating nouns but performs at-chance for alternating nouns. For reference, we report the average performance of the children in Zamuner et al. (2006)'s study. ${ }^{17}$ Clearly the children performed much worse overall than the model, perhaps indicating the overall difficulty of the task for children. However, the trend is correct. Contrast this with a trigram language model fit to the surface forms of the 887 Dutch nouns. Because voiced obstruents never occur in syllable final position, the [ t ] singular form spoken by the experimenter always has higher probability than the same noun with a final voiced [d]. This highlights how knowledge of the phonotactic restriction against voiced obstruents in final position does not automatically lead learners to create a productive voicing alternation generalization.

### 4.4.4 Quantitative Evaluation

### 4.4.4.1 Setup

As for Turkish, we evaluated how the model enables morphophonological generalization. However, as discussed above (§ 4.4.3), the voicing alternation is not pervasive enough to require abstract underlying representations. This was established by running our model on the entire dataset of 887 nouns. It is important to confirm that the these observations are true throughout (simulated) development of the mental lexicon. Secondly, it is important to know that when the calculation of sufficiently accurate generalization from concrete representations (via the Tolerance Principle) does not require abstraction, that morphophonological generalizations constructed over concrete representations still achieve high accuracy generalizing to new words.

Thus, we ran our model on the Dutch dataset, simulating incremental learning. As for Turkish, each simulation sampled words with replacement and weighted by frequency, and added them to the lexicon when sampled. In 100-word increments up to a vocabulary size of 700 nouns, we confirmed that all underlying forms were still concrete and that productive morphological inflection rules could still be extracted via ATP. At each of these increments, we also evaluated the accuracy of the resulting morphological inflection rules over 187 test words not seen during training. We performed 30 simulations using different random seeds.

We compared to a transformer-based (Vaswani et al., 2017) seq-to-seq model. At each training size, we created a random 80/20 train/dev split of the training data and tuned hyperparameters-the

[^29]

Figure 4.3: Accuracy generalizing to held-out test words.
same as Turkish (81)—by choosing the combination with the highest accuracy on the dev set, and then training a model with the best hyperparameters on the entire training set (i.e. re-merging the 80/20 split).

### 4.4.4.2 Results

Across the 30 simulations, the voicing alternation was never pervasive enough to require the model to construct abstract underlying forms nor to prevent ATP from learning productive morphological inflection rules. The accuracy generalizing to held-out test words, shown in Fig. 4.3, approaches 0.95 by the time the vocabulary contains 700 nouns. The performance surpasses that of the transformer seq-to-seq model at all training sizes.

Despite not creating abstract underlying forms for alternating paradigms-and hence not learning a productive voicing alternation-the high overall accuracy demonstrates that accurate generalizations are nevertheless possible.

### 4.5 Prior Work

Tesar (2013) and Hua et al. (2020) focus on theoretical analyses of the nature of the problem of learning URs. O’Hara (2017); Rasin et al. (2018); Ellis et al. (2022) proposed computational models, but evaluate on small, phonology-textbook-like data, not large, natural-language corpora.

Cotterell et al. (2015) also predominately models textbook-like problems, but presents some limited analysis on more realistic corpora. However, these corpora only involve very simple morphological paradigms involving a single suffix, and present to the model a fairly curated subset of
the corpus that isolates the relevant morphophonological process.
Richter (2021) studies the question of when allophonic surface segments are collapsed into an abstract underlying segment, focusing on the English flap [r] allophone of /T/. While Richter (2021) focuses on allophones, our proposed model is inspired by it and can be viewed as extending the same principles to morphophonological alternations.

Of these prior models, we were only able to get access to code for Cotterell et al. (2015) and Rasin et al. (2018), which we were unable to get to run on our large datasets. In future versions of this work, we intend to implement some of these existing models in order to compare their performance and behavior to that of our proposed model.

### 4.6 Conclusion

This chapter began an algorithmic, learning-based account of underlying forms, taking the highly agglutinating language of Turkish and an apparent lack of productivity in Dutch as two case studies. The proposed model starts with concrete underlying representations and constructs abstract URs only in cases where doing so is needed to form generalizations that deal with the sparsity of morphological forms in the learner's input.

The model constructs abstract underlying forms when they are critical for generalization, but allows for concrete forms when abstraction is unnecessary. This flexibility is at the core of the model's success, as evidenced by the constructed underlying representations of Turkish suffixes in $\S 4.3 .3$ and alternating Dutch noun roots in § 4.4.3. For example, the half-harmonizing suffixes consist of concrete segments except for the single, harmonizing vowel. Similarly, exceptional, nonharmonizing suffixes remain fully concrete.

When combined with a model for learning local and non-local alternations, the proposed model achieves at least $95 \%$ accuracy predicting the surface form of held-out test words.

In the case of Turkish, abstract URs enabled the learning of accurate morphophonological generalizations because of the pervasive amount of surface alternation. On the other hand, the lack of surface alternation in Dutch did not drive the learner to construct abstract underlying forms, yet accurate, productive morphophonological generalizations were still able to be extracted. The situation is summarized in Tab. 4.7. When generalization from concrete URs is not possible (Turkish), our model constructs abstract URs, and high generalization accuracy is achieved from these. On the other hand, when generalization from concrete URs is possible (Dutch), our model need not construct abstract URs, but high generalization accuracy is still achieved, directly from the concrete representations.

Table 4.7: The logic of model's functioning, and how high generalization accuracy is achievable both when abstraction is needed and when it is not.

| Language | Concrete Generalization? | Abstract URs | High Accuracy |
| :---: | :---: | :---: | :---: |
| Turkish | $\boldsymbol{x}$ | $\checkmark$ | $\checkmark$ |
| Dutch | $\checkmark$ | $X$ | $\checkmark$ |

### 4.6.1 Limitations and Future Directions

The results in this chapter are promising, but more work is needed on the problem of underlying forms, and future work will need to evaluate the model on other languages.

We identified two stages at which underlying abstraction can become necessary. First, the number of forms that a morpheme takes across word forms can become large enough that underlying abstraction is necessary to predict its surface form across these words. Second, alternations across a set of morphemes can accumulate so as to prevent the formulation of productive morphological inflection rules. The first was prevalent enough in the heavily-agglutinating language Turkish to motivate underlying abstraction, but neither force necessitated abstraction in the case of Dutch nouns. An important direction for future work is to figure out how these two possible reasons for abstraction relate, including whether they can be combined.

Furthermore, we have not yet considered the question of degrees of abstractness. For instance, how can we provide a learning-based decision for whether to treat a Turkish alternating affix vowel as underspecified /A/ derived into [a] and [e] via a harmony rule, versus /a/derived into [e] or /e/ into [a]?

Lastly, we have assumed to this point that morphological segmentations are available to the learner. As discussed in $\S 4.2 .1$, there is experimental evidence that children are able to perform morphological segmentation. However, the task of constructing URs is intertwined with the segmentation problem, as one cannot hope to determine the UR of a morpheme without at least knowing which segments belong to its own surface realizations and not those of another morpheme. Thus, in future work we will pursue a learning-based account of segmentation and attempt to bring the problems together, jointly segmenting surface forms, learning underlying forms, and morphophonological grammars.

## CHAPTER 5

## An Algorithmic Account of Phonological Rules

The material in this chapter is derived from the paper "A Learning-Based Account of Local Phonological Processes" (Belth, 2023a), which has been accepted for publication at the journal Phonology.

When abstract underlying forms are constructed, phonological theory has viewed rules or constraints as mapping between these underlying forms and their concrete realizations. This chapter provides an algorithmic account of how learners may construct phonological rules. Our proposed learning algorithm models the learner's attention as initially fixed locally and expanding farther only when local dependencies do not suffice. The proposed model fits within the view of learning that we argued for in chapters § 1-2, where learning of a phonological process is triggered when, and only when, underlying abstraction introduces discrepancies between underlying and surface representations. Our proposed model successfully learns local phonological generalizations, including those lacking substantive phonetic motivation, and combines these into an ordered list of rules. The model's learned rules achieve high accuracy on held-out test words, demonstrating its efficiency learning with small data. Moreover the model's rule-construction strategy—starting as locally as possible and expanding outward—leads it to accurately exhibit the same preference for local patterns that humans do on existing experiments and on our own experiment in chapter § 6.

### 5.1 Introduction

Phonological processes tend overwhelmingly to involve dependencies between adjacent segments (Gafos, 2014; Chandlee et al., 2014). For example, the English plural allomorph depends on the stem-final segment, to which it is adjacent, as in (89).

$$
\begin{align*}
\text { /dag-z/ } & \rightarrow[\text { dagz }]  \tag{89}\\
/ \text { kæt-z/ } & \rightarrow[\text { kæts }] \\
/ \text { hors-z/ } & \rightarrow[\text { horsəz }]
\end{align*}
$$

Moreover, underlying forms are often considered to be minimally different from surface forms, only exhibiting abstractness when surface alternation necessitates it (Kiparsky, 1968; Peperkamp et al., 2006; Ringe and Eska, 2013; Richter, 2021). This is supported by experimental findings, where children avoid introducing discrepancies between surface and underlying forms when there is little motivation for doing so (Jusczyk et al., 2002; Coetzee, 2009; Kerkhoff, 2007; Van de Vijver and Baer-Henney, 2014). ${ }^{1}$

When-and only when-concrete representations are abandoned in favor of (minimally) abstract underlying representations, a child must learn a phonological process to derive the surface form from the abstract underlying form. Experimental studies are revealing about the mechanism underlying sequence learning: humans show a strong proclivity for tracking adjacent dependencies, only beginning to track non-adjacent dependencies when the data overwhelmingly demands it (Saffran et al., 1996, 1997; Aslin et al., 1998; Santelmann and Jusczyk, 1998; Gómez, 2002; Newport and Aslin, 2004; Gómez and Maye, 2005). ${ }^{2}$ As Gómez and Maye (2005, p. 199) put it, 'It is as if learners are attracted by adjacent probabilities long past the point that such structure is useful.' Indeed, artificial language experiments have repeatedly demonstrated that learners more easily learn local phonological processes than non-local ones (Baer-Henney and van de Vijver, 2012) and, when multiple possible phonological generalizations are consistent with exposure data, learners systematically construct the most local generalization (Finley, 2011; White et al., 2018; McMullin and Hansson, 2019).

In this chapter, we hypothesize a mechanistic account of how learners construct phonological generalizations, modeling the learner's attention as initially fixed locally and expanding farther only when local dependencies do not suffice. Our proposed model incorporates the idea that the learning of a phonological process is triggered when, and only when, underlying abstraction introduces discrepancies between underlying and surface representations (Kiparsky, 1968). We view the model's locally-centered attention and default identity assumption as being computationally parsimonious, and thus call it the Parsimonious Local Phonology learner (PLP). When presented with small amounts of child-directed speech, PLP successfully learns local phonological generalizations. PLP's search strategy—starting as locally as possible—leads it to accurately exhibit the same preference for local patterns that humans do. Next we review experimental results on locality (§ 5.1.1), the view of learning that PLP adopts § 5.1.2, and how these reflect principles of efficient computation § 5.1.3. See sections § 2.3 and § 2.4 for further discussions of these points.

[^30]
### 5.1.1 Locality

Early studies of statistical sequence learning found infants to only be sensitive to dependencies between adjacent elements in a sequence. Saffran et al. $(1996,1997)$ and Aslin et al. (1998) found infants as young as 8 -months old to be sensitive to dependencies between adjacent elements, but Santelmann and Jusczyk (1998) found that even at 15-months-old, children did not track dependencies between non-adjacent elements. Studies with older participants revealed that the ability to track non-adjacent dependencies does eventually emerge: adults show a sensitivity to dependencies between non-adjacent phonological segments (Newport and Aslin, 2004), and 18-month-old children can track dependencies between non-adjacent morphemes (Santelmann and Jusczyk, 1998). However, even as sensitivity to non-adjacent dependencies develops, learners still more readily track local dependencies. Gómez (2002) found that 18-month-olds could track non-adjacent dependencies, but that they only did so when adjacent dependencies were unavailable. Gómez and Maye (2005) replicated these results with 17-month-olds, and attempted to map the developmental trajectory of this ability to track non-adjacent dependencies, finding that it grew gradually with age. At 12 months, infants did not track non-adjacent dependencies, but they began to by 15 months, and showed further advancement at 17 months. These experiments involved a range of elements: words, syllables, morphemes, phonological segments. Moreover, similar results have been observed in different domains, such as vision (Fiser and Aslin, 2002). Together, these results suggest that learners might only discover local patterns at early stages in development, and that even after sensitivity to less-local patterns emerges, a preference for local patterns persists.

Further experiments targeted phonological learning in particular. Subjects in Finley (2011)'s artificial language experiments learned bounded (local) harmony patterns and did not extend them to non-local contexts when there is no evidence for it. However, when exposed to unbounded (nonlocal) harmony patterns, subjects readily extended them to local contexts. This asymmetry suggests that learners will not posit less-local generalizations until the evidence requires it. In a different study, McMullin and Hansson (2019) found that these results replicate with patterns involving liquids and with dissimilation. Baer-Henney and van de Vijver (2012) used an artificial language experiment to test the role of locality (as well as substance and amount of exposure) in learning contextually-determined allomorphs. They found that when the allomorph was determined by a segment two positions away, learners more easily acquired and extended the pattern than when the allomorph was determined by a segment three positions away. In short, these studies demonstrate that learners posit the most local generalization consistent with the data.

### 5.1.2 The Nature of the Learning Task

We adopt the view of others (e.g., Hale and Reiss 2008; Ringe and Eska 2013; Richter 2021) that children initially store words concretely, and only posit abstract underlying forms when motivated to do so by surface alternation. We reviewed evidence for this in § 2.3. The positing of an abstract underlying form introduces discrepancies between underlying and surface forms. For example, as Richter $(2018,2021)$ characterized in detail, alternations such as 'eat' [it] ~ 'eating' [irim] lead to the flap [ r ] and stop [ t ] being collapsed into allophones of underlying /T/. Similarly, a morphemic surface alternation such as 'cats' [kæts] ~ 'dogs' [dagz] may motivate an abstract underlying plural suffix /-Z/ (or default/-z/) (Berko, 1958). This view is in the spirit of Kiparsky (1968)'s alternation condition, and has been termed invariant transparency (Ringe and Eska, 2013).

A consequence is that when, and only when, concrete segments are collapsed into abstract underlying representations, the need for a phonological grammar arises, to derive the surface form for abstract underlying forms. We will use the example of stops following nasals to exemplify two significant corollaries. Voiceless stops following nasals are often considered to be a marked sequence, because post-nasal articulation promotes voicing and post-nasal voicing is typologically pervasive (Locke, 1983; Rosenthall, 1989; Pater, 1999; Hayes and Stivers, 2000; Beguš, 2016, 2019). Nevertheless, many languages-e.g. English-tolerate post-nasal voiceless stops, ${ }^{3}$ and a few even exhibit productive, phonological post-nasal devoicing. For example, Coetzee and Pretorius (2010) performed a detailed experimental study of Tswana speakers, finding that some extended post-nasal devoicing, as in (90; data from Coetzee and Pretorius 2010, p. 406), productively to nonce words.

$$
\begin{array}{rll}
\text { a. } / \mathrm{m} \text {-batla/ } & \rightarrow \text { [mpatla] } \quad \text { 'want me' }  \tag{90}\\
\text { /m-botsa/ } & \rightarrow \text { [mpotsa] } & \text { 'ask me' } \\
\text { /m-bulela/ } & \rightarrow \text { [mpulela] } & \text { 'open (for) me' } \\
\text { b. /re-batla/ } & \rightarrow \text { [rebatla] } & \text { 'want us' } \\
\text { /re-botsa/ } & \rightarrow \text { [rebotsa] 'ask us' } \\
\text { /re-bulela/ } & \rightarrow \text { [rebulela] 'open (for) us' }
\end{array}
$$

Beguš (2019, p. 699) found post-nasal devoicing to be reported as a sound change in thirteen languages and dialects, and argued that despite appearing to operate against phonetic motivation, it likely emerged in each case as the result of a sequence of individually phonetically-motivated sound changes.

Including a constraint to mark post-nasal voiceless stops in languages that tolerate them makes the learning task unnecessarily difficult, because the constraint must then be downranked despite there being no surface alternation present. Instead, under invariant transparency, children learning

[^31]languages that tolerate post-nasal voiceless stops will simply not learn a phonological process regarding post-nasal stops, because there is nothing to learn. Moreover, when surface alternations that lack or operate in opposition to phonetic motivation (e.g., post-nasal devoicing) occur synchronically due to diachronic processes or other causes, no serious problem arises: the child simply learns a phonological process to account for the observed alternation, as has been observed in experiments (Seidl and Buckley, 2005; Beguš, 2018).

The view that children initially hypothesize identity between surface and underlying forms enjoys experimental support. Jusczyk et al. (2002) found that 10-month-old infants better recognize faithful word constructions than unfaithful ones. Van de Vijver and Baer-Henney (2014) found that both 5-7yr-olds and adults were reluctant to extend German alternations to nonce words, preferring instead to treat the nonce SRs as identical to their URs. Kerkhoff (2007) reports a consistent preference for non-alternation in Dutch children ages 3-7yrs. In an artificial language experiment, Coetzee (2009) found that learners more often extend non-alternation than alternation to test words, suggesting that this is learners' default.

Of course, children's initial productions are not faithful to adult productions (Smith et al., 1973; Fikkert, 1994; Grijzenhout and Joppen, 1998; Grijzenhout and Joppen-Hellwig, 2002; Freitas, 2003), but this is likely due to underdeveloped control of the child's articulatory system, rather than an early state of the adult grammar (see Hale and Reiss 2008, sec 3.1 for a detailed argument). For instance, children systematically fail to produce complex CC syllable onsets in early speech even in languages that allow complex onsets, like Dutch, German, Portuguese, and English (Fikkert, 1994; Grijzenhout and Joppen, 1998; Grijzenhout and Joppen-Hellwig, 2002; Freitas, 2003; Gnanadesikan, 2004). Clusters tend to be reduced by deleting a consonant, and development proceeds from a cluster reduction stage to a full CC production stage, suggesting the discrepancy may be due to limited articulatory control.

PLP is a model of how phonological processes are learned once underlying abstraction leads to discrepancies in (UR, SR) pairs, which constitute PLP's input. As some of the reviewers of our Belth (2023a) paper pointed out, the task of learning phonological processes to account for discrepancies between underlying and surface forms is intertwined with the task of figuring out when such abstract underlying representations are formed, and what they are like. This is evident when comparing the English PL voicing alternation (e.g. 'cats’ [kæts] ~ 'dogs' [dagz]) to the Dutch PL voicing alternation (e.g. 'bed' [bet] ~ 'beds’ [bedən]) (Kerkhoff, 2007, p. 1). English speakers show clear productive, rule-like behavior (Berko, 1958), while Dutch speakers' generalization is less-clearly rule-like (Ernestus and Baayen, 2003; Kerkhoff, 2007). The Dutch alternation is obfuscated by its interaction with other voicing alternations, such as assimilation (Buckler and Fikkert, 2016, sec. 2). Consequently, it may be that the English alternation is systematic enough to drive the learner to systematic underlying abstraction, while the Dutch alternation is not.

Thus, a complete theory of phonological learning must include, in addition to the mechanism by which processes are learned, a precise mechanism characterizing how and when abstract underlying forms are posited. For example, Richter $(2018,2021)$ has hypothesized a mechanism by which learners abandon the null hypothesis of concrete underlying forms in favor of abstraction, and applied it to the case of the English [ t ] / [r] allophones. The results closely matched lexical studies of child utterances, including a U-shaped development curve. Thus, PLP is just one part of the story. However, we believe that this part of the story-learning phonological processes from (UR, SR) pairs-is nevertheless important, and in line with the vast majority of prior work on learning phonological grammars, which have likewise tended to presuppose abstract underlying forms for use in, for example, constraint ranking (Tesar and Smolensky, 1998; Legendre et al., 1990; Boersma, 1997; Smolensky and Legendre, 2006; Boersma and Hayes, 2001; Boersma and Pater, 2008). ${ }^{4}$ Chapter § 4 takes steps towards providing an algorithmic, learning-based account of underlying forms. In § 7.3.1 we suggest how these components may be put together.

### 5.1.3 Locality and Identity as Principles of Computational Efficiency

Locality and identity have natural interpretations as principles of computational efficiency, or "third factors" (Chomsky, 2005; Yang et al., 2017). The more local the context around an underlying segment, the fewer segments the cognitive system must be sensitive to (Rogers et al., 2013, p. 99) in determining its output. Moreover, it is computationally simpler to copy input segments unaltered to the output than to change them in the process.

We present our proposed model in § 5.2, discuss prior models in §5.3, evaluate the model in $\S 5.4$, and conclude with a discussion in § 5.5.

### 5.2 Model: PLP

Our proposed model is called the Parsimonius Local Phonology learner (PLP). PLP learns from an input of (UR, SR) pairs, which may grow over time as the learner's vocabulary expands. It constructs the generalizations necessary to account for which segments surface unfaithfully in those pairs and in what phonological contexts that happens. These generalizations are placed in a grammar, for use in producing output SRs for input URs.
(91) Input: (UR, SR) pairs

1. Initialize an empty grammar $G$ and empty vocabulary $V$

[^32]2. While there are more pairs $(u, s)$ to learn from do
3. - Update $V$ with $(u, s)$
4. - Use $G$ to predict surface representation $\hat{s}$ for underlying $u$
5. - For each discrepancy between $u$ and $s$ not accounted for in $\hat{s}$ do
6. - Construct a generalization $g$ for the discrepancy
7. - Encode $g$ in $G$
8. - Update any generalizations that now overextend due to $V$ growth

PLP assumes identity between URs and SRs by default via the fact that it only adds generalizations to $G$ at steps 6-7, when discrepancies arise. A locality preference emerges via the generalization strategy it employs in steps 6 and 8: PLP starts with the narrowest context around an unfaithfully-surfacing segment and proceeds further from the segment only when an adequate generalization can not be found. Consequently, we consider steps 6 and 8 , together with the addition of generalizations to the grammar only when motivated by discrepancies, to be PLP's main contributions. The code is available on Github. ${ }^{5}$

### 5.2.1 The Input

The input to PLP is set of (UR, SR) pairs, which may grow over time, simulating the learner's vocabulary growth. As discussed in § 5.1.2, discrepancies between a UR and its corresponding SR arise when a learner abandons concrete underlying representations in favor of underlying abstraction. A discrepancy can be an input segment that does not surface (deletion), an output segment that has no input correspondent (epenthesis), or an input segment with a non-identical output correspondant (segment change). In this work, we treat the (UR, SR) pairs, with discrepancies present, as PLP's input. Chapter § 4 and future work combine this with the important problem of when abstract underlying forms are posited (e.g., Richter 2018). We also assume that the correspondence between input and output segments is known. The same assumption is tacit in constraint ranking models, which use the correspondence for computing faithfulness constraint violations.

The URs and SRs are sequences of segments, which we treat as sets of distinctive features (Jakobson and Halle, 1956; Chomsky and Halle, 1968). Thus, structuring sound into a phonological segment inventory organized by distinctive features is treated as a separate learning process (e.g. Mayer 2020). We use feature assignments from Mortensen et al. (2016).

We will use the English plural allomorph as a running example. Suppose that at an early stage in acquisition, a child has memorized some of the plural forms of nouns in their vocabulary, as shown in (92).

[^33]```
/dagz/
/kæts/
/hərsəz/
\vdots
```

At this stage, an empty grammar, which regurgitates each memorized word, will suffice. Moreover, since no discrepancies yet exist, PLP will be content with this empty grammar: the for loop (91; step 5) will not be entered. As the child begins to learn morphology, they may discover the morphological generalization that plurals tend to be formed by suffixing a $/-z /$. All of the child's plural URs will then, in effect, be reorganized as in (93).

```
(93) /dag-z/
    /kæt-z/
    /hors-z/
    \vdots
```

At this point, when the child goes to use their grammar ( 91 ; step 4), they will discover that it now predicts *[kætz] and *[horsz], inconsistent with their expectation based on prior experience with the words. The newly-introduced discrepancies trigger the for loop (91; step 5) and require PLP to provide an explanation for them. Suppose the first word to trigger this is $/ \mathrm{k} æ t-z /$, erroneously predicted as *[kætz] instead of the expected [kæts]. PLP then constructs a generalization to capture the phonological context in which $/ \mathrm{z} /$ surfaces as $[\mathrm{s}](91$; step 6$)$.

### 5.2.2 Constructing Generalizations

The core component of PLP is its component for constructing generalizations (91; step 6).

### 5.2.2.1 The Structure of Generalizations

The generalizations that PLP constructs are pairs $g=(\bar{s}, c) \in \mathcal{S} \times \mathcal{A}$, where $\bar{s} \in \mathcal{S}$ (94) is a sequence and $c \in \mathcal{A}$ (95) is an action carried out at a particular position in the sequence. Each element in a sequence is a set of segments from the learner's segment inventory, $\Sigma(94) .{ }^{6}$

$$
\begin{equation*}
\mathcal{S} \triangleq \bigcup_{k=1}^{\infty}\left\{s_{1} s_{2} \ldots s_{k}: s_{i} \subset \Sigma\right\} \tag{94}
\end{equation*}
$$

[^34]A set of segments may be extensional, e.g., $s_{i}=\left\{\mathrm{s}, \int, \mathrm{z}, 3\right\}$, or a natural class-e.g., $s_{i}=[+\mathrm{sib}]$. An action can be any in (95): deletion of the $i$ th segment, insertion of new segment(s) to the right of the $i$ th segment, ${ }^{7}$ or setting the $i$ th segment's feature $f$ to ' + ' or ' - '. ${ }^{8}$

$$
\begin{equation*}
\mathcal{A} \triangleq\left\{\operatorname{Del}(i), \operatorname{Ins}\left(s_{\text {new }}, i\right), \operatorname{SET}(f, \pm, i)\right\} \tag{95}
\end{equation*}
$$

For example, the generalization (96a) states that a consonant is deleted when it follows and precedes other consonants, (96b) states that a ' $\partial$ ' is inserted to the right of any sibilant that precedes another sibilant, and (96c) states that the voicing feature of voiced obstruents in syllable final position is set to ' - ' (we use ' $]_{\sigma}$ ' $\in \Sigma$ to mark syllable boundary).
a. $([+$ cons $][+$ cons $][+$ cons $], \operatorname{DEL}(2))$
b. ([+sib][+sib], Ins('ə’, 1))
c. $([+ \text { voi, }- \text { son }]]_{\sigma}, \operatorname{SET}\left(\right.$ voi, $\left.\left.{ }^{\prime}-’, 1\right)\right)$

Any grammatical formalism capable of encoding these generalizations could be used, but in this chapter we chose a rule-based grammar. The specified set of possible actions is meant to cover a majority of phonological processes, but more could be added if necessary (e.g. metathesis).

The part of the sequence picked out by the action's index $i$ determines the rule's target, and the part of the sequence to the left and right of $i$ determine the rule's left and right contexts. Each type of action (95) can be encoded in one of the rule-schemas in (97), where $k=|\bar{s}|$.

$$
\begin{align*}
& \operatorname{DEL}(i)  \tag{97}\\
& \operatorname{Ins}\left(s_{\text {new }}, i\right) \\
& \operatorname{SEt}(f,++, i) \\
& \operatorname{SEt}(f,--, i)
\end{align*}
$$

$$
s_{i} \rightarrow \emptyset / s_{1} \ldots s_{i-1} \_s_{i+1} \ldots s_{k}
$$

$$
\emptyset \rightarrow s_{\text {new }} / s_{1} \ldots s_{i} \ldots s_{i+1} \ldots s_{k}
$$

$$
s_{i} \rightarrow[+f] / s_{1} \ldots s_{i-1} — s_{i+1} \ldots s_{k}
$$

Thus, the generalizations in (96) are encoded as the rules in (98).
a. [+cons] $\rightarrow \emptyset /[+$ cons $] \ldots[+$ cons $]$
b. $\emptyset \rightarrow$ ə / [+sib] _ [+sib]
c. $[+$ voi, - son $] \rightarrow[-$ voi $\left.] / \_\right]_{\sigma}$

Each sequence in $\mathcal{S}$ is strictly local (McNaughton and Papert, 1971)—describing a contiguous sequence of segments (cf. § B.1)—and has the same structure as the 'sequence of feature matrices' constraints from Hayes and Wilson (2008, p. 391). Moreover, the input-output relations described

[^35]by each generalization are probably ${ }^{9}$ input strictly local maps (Chandlee, 2014). These structures are not necessarily capable of capturing all phonological generalizations, and intentionally so. Typological considerations point to strict locality as a central property of generalizations, due to its prevalence (Chandlee, 2014) and repeated occurrence across representations (Heinz et al., 2011). This paper is intentionally targeting precisely those generalizations, and we discuss principled extensions for non-local generalizations in § 5.5.1.

### 5.2.2.2 Searching Generalizations

When PLP encounters a discrepancy-an input segment surfacing unfaithfully-it uses algorithm (99) to construct a generalization $g=(\bar{s}, c)$. We refer to the discrepancy as $x \rightarrow y$, where $x$ is the input segment and $y \neq x$ is what it surfaced as.
(99) Input: A discrepancy, $x \rightarrow y$, and the current training vocabulary $V$

1. Initialize a window $\bar{w}=[\{x\}]$ of width one
2. Infer $c$ from $x \rightarrow y$ and initialize a generalization $g=(\bar{w}, c)$
3. While $g$ is insufficiently accurate over $V$ do $^{10}$
4.     - Expand the width of the window by length one
5.     - Set $g$ 's sequence $\bar{s}$ to the most accurate context around $x$ that fits in $\bar{w}$

PLP uses a window, $\bar{w}$, to control the breadth of its search. The window is a sequence of cells that can be filled in to create $g$ 's sequence (94). The window starts with only one cell, filled with $s_{0}=\{x\}(99 ;$ step 1). PLP then infers the type of change from $x \rightarrow y(100)$.
(100)

$$
a= \begin{cases}\text { DEL } & \text { if } x \rightarrow \emptyset \quad(y=\emptyset) \\ \text { INS } & \text { if } \emptyset \rightarrow y \quad(x=\emptyset) \\ \text { SET } & \text { otherwise }\end{cases}
$$

For Ins, the value inserted ( $s_{\text {new }}$ ) is $y$; for Set, the featured changed $(f)$ and its value $( \pm)$ are inferred from the difference between $x$ and $y$. The index, $i$, specifies where $x$ falls in $g$ 's sequence, $\bar{s}$; initially since $\bar{s}=\bar{w}=[\{x\}], i=1$ (99; step 2).

As Fig. 5.1a visualizes, PLP starts with the most local generalization, which makes no reference to the segment's context: the segment always surfaces unfaithfully. In the running example, PLP first posits (101), which predicts that $/ \mathrm{z} /$ always surfaces as [s] (Fig. 5.1b).

[^36]

Figure 5.1: (a): The width of PLP's search is expanded (upward arrows) when and only when an adequate generalization cannot be found in virtue of a less-wide context. (b)-(c): An example of PLP's search: the first generalization (101) fails because it makes too many wrong predictions, but the second (103a) allows the $/ \mathrm{z} / \rightarrow[\mathrm{s}]$ instances to be isolated.

$$
\begin{equation*}
\text { /z/ } \rightarrow \text { [-voi] / _ } \tag{101}
\end{equation*}
$$

This, however, is contradicted by other words in the vocabulary: /z/ surfaces faithfully as [z] in words like [dagz] and with an epenthetic vowel in words like [horsəz], which suggests that this initial generalization is wrong (99; step 3) and that the breadth of the search must be expanded (Fig. 5.1a).

### 5.2.2.3 When to Expand Breadth of Search

To come to such a verdict, PLP computes the number of predictions the rule makes over the current vocabulary and how many of those were correct. The number of predictions (101) makes is the number of times /z/ appears in the learner's vocabulary, and those that surface as [s] are the correct predictions. There are a number of options for determining the adequacy of the generalization. We could require a perfect prediction record, but this may be too rigid due to the near inevitability of exceptions in naturalistic data. More generally we could place a threshold on the number or fraction of errors that the generalization can make. The choice of criterion does not substantially
change PLP: proceeding from local generalizations to less-local generalizations proceeds in the same way regardless of the quality criterion, which simply determines the rate at which the more local generalizations are abandoned. In this work, PLP uses the Tolerance Principle (Yang, 2016) as the threshold, which states that a generalization making $n$ predictions about what an underlying segment surfaces as is productive—and hence the while loop (99; step 3) can be exited—if and only if the number of incorrect predictions it makes (called e for exceptions) satisfies (102).

$$
\begin{equation*}
e \leq \frac{n}{\ln n} \tag{102}
\end{equation*}
$$

The threshold is cognitively motivated, predicting that children accept a linguistic generalization when it is cognitively more efficient to do so (see Yang 2016, ch. 3 for the threshold's derivation). Since the threshold is based on cognitive considerations and has had success in prior work (e.g. Schuler et al. 2016; Koulaguina and Shi 2019a; Emond and Shi 2021; Richter 2021; Belth et al. 2021), it is a reasonable choice for this chapter (see $\S 2.5$ for a discussion of the Tolerance Principle). In the current example, (101) has $n=7$ and $e=4$, which fails to pass (102): $4>7 / \ln 7$. Thus, the while loop (99; step 3) is entered.

### 5.2.2.4 Expanding Breadth of Search

Once the initial hypothesis that $/ \mathrm{z} /$ always surfaces as $[\mathrm{s}]$ is ruled out as too errant, PLP adds one cell to the window ( 99 ; step 4). PLP fills the window with the sequence that matches the fewest of the sequences where $/ \mathrm{z} /$ does not surface as $[\mathrm{s}]$. In other words, it chooses the context that better separates words like /kæt/ from words like /dag/ and /hors/. Thus, for the vocabulary in Fig. 5.1b5.1c, PLP prefers (103a) over (103b) ${ }^{11}$ because a left context of $\{t, p, f\}$ better separates the places where $/ \mathrm{z} /$ does indeed surface as $[\mathrm{s}]$ from those where it does not, than does a right context of $\{\#\}$. That is, PLP chooses the rule with the most accurate context fitting in the current window, where accuracy is measured as the fraction of the rule's predictions over the training URs that match the corresponding training SRs. In our example then, PLP's second hypothesis is that/z/ surfaces as [s] whenever it follows a $/ \mathrm{t} /$, /p/, or /f/.
a. $/ \mathrm{z} / \rightarrow[-$ voi $] /\{\mathrm{t}, \mathrm{p}, \mathrm{f}\}-$
b. $/ \mathrm{z} / \rightarrow[-\mathrm{voi}] / \_\{\#\}$

Figure 5.1a visualizes PLP's search: it hypothesizes a context where an underlying segment surfaces as some particular segment other than itself, checking whether the hypothesis is satisfactorily accurate, and expanding the breadth of its search if not. This process halts once a sufficiently accurate hypothesis has been discovered.

[^37]
### 5.2.3 Encoding Generalizations in a Grammar

The generalizations that PLP constructs are encoded in a grammar to be used in producing an SR for an input UR. The grammar, $G$, consists of a list of rules. Each time PLP constructs a generalization ( 91 ; step 6), it is placed in the appropriate rule schema (97) and added to the list of rules. If PLP replaces a generalization due to underextension or overextension ( 91 ; step 8 ), as described in $\S 5.2 .4$, the old, offending rule is removed and a new one added. § 5.2.3.1 discusses how rules that carry out the same action are combined, § 5.2.3.3 discusses how the list of rules is ordered, § 5.2.3.2 discusses how natural classes are induced, and $\S$ 5.2.3.4 discusses how $G$ produces outputs from inputs.

### 5.2.3.1 Combining Generalizations

Generalizations that carry out the same change over different segments are combined in the grammar, so long as the resulting rule is satisfactorily accurate, via (102). For instance, the three rules in (104a) would be grouped into the single rule (104b).
a. $\left./ \mathrm{d} / \rightarrow[-\mathrm{voi}] / \_\right]_{\sigma}$
$/ \mathrm{v} / \rightarrow[-\mathrm{voi}] / \ldots]_{\sigma}$
$/ \mathrm{g} / \rightarrow[-\mathrm{voi}] / \ldots]_{\sigma}$
b. $\left.\{\mathrm{d}, \mathrm{v}, \mathrm{g}\} \rightarrow[-\mathrm{voi}] / \_\right]_{\sigma}$

### 5.2.3.2 Inducing Natural Classes

Up to this point, PLP's generalizations have been over sets of particular segments. Humans appear to generalize from individual segments to natural classes, as has been recognized by theory (Chomsky and Halle, 1965; Halle, 1978; Albright, 2009) and evidenced by experiment (Berent et al., 2007; Finley and Badecker, 2009; Berent, 2013).

PLP thus attempts to generalize to natural classes for each set of segments in a generalization's sequence $\bar{s}$, in terms of shared distinctive features (Jakobson and Halle, 1956; Chomsky and Halle, 1968). The procedure can be thought of as retaining only the features shared by segments in $\bar{s}$ needed to keep the rule satisfactorily accurate. To exemplify this part of the model, we will assume PLP has constructed the epenthesis rule (105)—e.g., /hərsz/ $\rightarrow$ [hərsəz].
(105)

$$
\emptyset \rightarrow \text { ə } /\left\{\mathrm{s}, \int, \mathrm{z}\right\} \ldots\{\mathrm{z}\}
$$

The procedure, outlined in (106), starts with a new length-| $\bar{s} \mid$ sequence $\bar{n}$, with each element an empty natural class (106; step 1).
(106) Input: A generalization $g=(\bar{s}, c)$

1. Initialize a new generalization $g_{\mathrm{nc}}=(\bar{n}, c)$ with empty natural classes, $\bar{n}$
2. Initialize feature options for natural classes
3. While $g_{\text {nc }}$ is insufficiently accurate over $V$ do
4.     - Add to $\bar{n}$ the feature that best narrows $\bar{n}$ 's extension down to $\bar{s}$ 's
5. Replace $g$ with $g_{\mathrm{nc}}$

For generalization (105), the sequence $\bar{s}$ is (107a) and the (empty) initial natural class sequence is (107b). Each element of $\bar{n}$ can take any feature shared by the corresponding segments in $\bar{s}$, so the set of feature options is (107c), which includes elements like ( $+\mathrm{sib}, 1$ ) because $\left\{\mathrm{s}, \int, \mathrm{z}\right\}$ share ' + sib' as a feature and (+voi, 2) because $\{\mathrm{z}\}$ has ' + voi' as a feature, but it does not include (+voi, 1) because $\left\{s, \int, z\right\}$ do not agree on this feature.
a. $\bar{s}=\left\{\mathrm{s}, \int, \mathrm{z}\right\}\{\mathrm{z}\}$
b. $\bar{n}=[][]$
c. $\{(+$ cons, 1$),(+$ sib, 1$),(-$ son, 1$), \ldots,\} \cup\{(+$ sib, 2$),(+$ voi, 2$) \ldots\}$

Inside the while loop (106; step 3), features are added one at a time to $\bar{n}$, choosing at each step the feature from (107c) that best narrows the extension of $\bar{n}$ (initially all length- $|\bar{s}|$ sequences) to those in the extension of $\bar{s}$ (which is $\left\{\mathrm{sz}, \int \mathrm{z}, \mathrm{zz}\right\}$ ). Thus, adding the feature ' +sib ' to the first natural class (108a) will narrow $\bar{n}$ 's extension towards $\bar{s}$ 's better than '+cons.' The new generalization, $g_{\text {nc }}$ is evaluated as before with Tolerance Principle, via (102). In the current example, $\bar{n}$ (108a) will still have sequences like $\left\{\mathrm{st}, \mathrm{zi}, \int \mathrm{u}, \ldots\right\}$ in its extension, so '+sib' will then be added to the second natural class (108b).
a. $\bar{n}=[+\operatorname{sib}][]$
b. $\bar{n}=[+s i b][+s i b]$

This new sequence, $\bar{n}$, still has an extension greater than the original $\bar{s}$. However, because adjacent sibilants are indeed disallowed in English, this inductive leap is possible, and thus (105) will be replaced with (109) in the grammar.
(109) $\emptyset \rightarrow$ ə / [+sib] $\qquad$ [ + sib]

This differs from the natural class induction in Albright and Hayes (2002, 2003), which generalizes as conservatively as possible by retaining all shared features (see § B.2.3).

It may be possible for natural class induction to influence rule-ordering, so PLP induces them prior to rule ordering. Specifically, natural classes are induced with rules temporarily ordered by scope (narrowest first), before the final ordering is computed as in $\S$ 5.2.3.3.

### 5.2.3.3 Rule Ordering

In some cases, phonological processes may interact, in which case the interacting rules may need to be ordered. The topic of rule interaction and ordering has received immense attention in the literature-especially in discussions of opacity—and is well-beyond the scope of the current chapter to fully take up here. However, we will summarize PLP's approach to rule ordering, and characterize the path to a more systematic study of PLP's handling of complex rule interactions.

The standard rule interactions discussed in the literature are Feeding, Bleeding, Counterfeeding, and Counterbleeding, described in (110) following McCarthy (2007); Baković (2011).
(110) Given two rules $r_{i}$ and $r_{j}$, where $r_{i}$ precedes $r_{j}$,
a. $r_{i}$ Feeds $r_{j}$ iff $r_{i}$ creates additional inputs to $r_{j}$
b. $r_{i}$ Bleeds $r_{j}$ iff $r_{i}$ destroys potential inputs to $r_{j}$
c. $r_{j}$ Counterfeeds $r_{i}$ iff $r_{j}$ creates additional inputs to $r_{i}$
d. $r_{j}$ Counterbleeds $r_{i}$ iff $r_{j}$ destroys additional inputs to $r_{i}$

Counterfeeding and Counterbleeding are counterfactual inverses of Feeding and Bleeding: if $r_{j}$ Counterfeeds (resp. Counterbleeds) $r_{i}$, it would Feed (resp. Bleed) $r_{i}$ if it preceded $r_{i}$. McCarthy (2007, sec. 5.3)'s example of Feeding, reproduced in (111), comes from Classical Arabic, where vowel epenthesis before word-initial consonant clusters ( $r_{i}$ ) feeds [?] epenthesis before syllable-initial vowels $\left(r_{j}\right)$.
(111) $/ d^{\mathrm{q}}$ rib/ (underlying) $\rightarrow$
$\operatorname{id}^{〔}$ rib (vowel epenthesis) $\rightarrow$
Rid ${ }^{\text { rib }}$ ([?] epenthesis) $\rightarrow$
[ $\mathrm{Pid}{ }^{\mathrm{Y}}$ rib] (surface) 'beat! MASc.SG.'
McCarthy (2007, sec 5.4) also provides an example of Counterfeeding. In Bedouin Arabic, short high vowels are deleted in non-final open syllables, and /a/ is raised in the same environment. However, as (112) shows, because deletion precedes raising, the raising of the short vowel/a/ to [i] does not feed deletion.

$$
\begin{align*}
& \text { /dafai/ (underlying) } \rightarrow  \tag{112}\\
& \text { dafa? (no deletion) } \rightarrow \\
& \text { difa? (raising) } \rightarrow \\
& \text { [difa?] (surface) 'he pushed' }
\end{align*}
$$

Examples of Bleeding and Counterbleeding come from dialects of English where $/ \mathrm{t} / \mathrm{and}$ /d/ are flapped—[r]—between stressed and unstressed vowels, while /ai/ and /av/ raise to [ $\Lambda \mathrm{II}$ ] and
[ $\Lambda \tau$ ] before voiceless segments. The canonical case is Counterbleeding order, where raising occurs before underlying /t/ even when it surfaces as voiced [r] on the surface (113).
(113) /rattr/ (underlying) $\rightarrow$
raitr (raising) $\rightarrow$
rairə (flapping) $\rightarrow$
[rairə] (surface)
In lesser-discussed dialects of English in Ontario, Canada (Joos, 1942) and in Fort Wayne, IN (Berkson et al., 2017), the flapping of voiceless /t/ as voiced [r] bleeds raising (114).
$/$ raitə/ (underlying) $\rightarrow$
rairə (flapping) $\rightarrow$
rair (/ai/ raising does not apply due to voiced ' $r$ ') $\rightarrow$
[rairx] (surface)
Given two interacting rules $r_{i}$ and $r_{j}$, it is straight-forward to order them by following standard arguments. Specifically, ordering $r_{i}$ before $r_{j}$ (Feeding/Bleeding order), will produce errors on data from a language where $r_{j}$ in fact precedes $r_{i}$ (Counterfeeding/Counterbleeding) and vice versa. For example, if we call English dialects where flapping counterbleeds raising (113) 'Dialect A' and the dialects with bleeding (114) 'Dialect B', ordering flapping before raising in 'Dialect A' will erroneously cause /raitrl/ to surface as [rair $\quad$ ] instead of [rair $\gamma$ ]. Consequently, the correct Counterfeeding order will yield higher accuracy than Feeding order for a leaner exposed to 'Dialect A.' A symmetrical argument holds for ordering in 'Dialect B.'

Thus, for each pair of learned rules, PLP chooses the pairwise ordering with higher accuracy. To yield a full ordering of the rules, PLP constructs a directed graph where each rule in $\mathcal{R}$ forms a node. PLP considers each pair of rules $\left(r_{i}, r_{j}\right) \in \mathcal{R} \times \mathcal{R}$ and places a directed edge from $r_{i}$ to $r_{j}$ iff the accuracy of $r_{j} \circ r_{i}$ (i.e., applying $r_{i}$ first and $r_{j}$ to its output) is greater than the reverse, $r_{i} \circ r_{j}$. The directed graph is then topologically sorted ${ }^{12}$ to yield a full ordering. In such an ordering, the ordering between any pair of rules that do not interact is arbitrary, while that between any pair that do interact is the order that achieves higher accuracy.

The bigger challenge is the possibility that the interactions between $r_{i}$ and $r_{j}$ obfuscate the independent existence of the rules, thereby making it difficult for them to be discovered in the first place. Counterfeeding and Counterbleeding present no issues, because applying each rule independently, directly over the UR, produces the same SR as applying them sequentially in Counterfeeding/Counterbleeding order. For example, in McCarthy (2007)'s Bedouin Arabic example (112) /a/ $\rightarrow$ [i] is accounted for by the raising rule, and there is no deletion in /dafai/ $\rightarrow$

[^38][difa?] to hinder the discovery of the deletion rule. Similarly, the $/ \mathrm{a} / \rightarrow[\Lambda]$ discrepancy in (113) can be accounted for by raising, without reference to flapping, and the $/ \mathrm{t} / \rightarrow$ [ r$]$ discrepancy can be accounted for by flapping without reference to raising. We give an empirical demonstration of PLP learning rules in Counterbleeding order in § 5.4.3.4.

Since Bleeding destroys contexts where a rule would have applied, it can cause overextensions. For example, when PLP is attempting to construct a raising rule for (114), rule (115) (treating the diphthong as a single segment) would overextend to /rartr/.
(115) $\quad$ ai $\rightarrow \Lambda I / ~ \_~[-v o i] ~$

However, since PLP allows some exceptions via the Tolerance Principle, this will only matter if the bled cases are pervasive enough to push the rule over the Tolerance Principle threshold (Eq. 102). Whether this happens must be determined on a case-by-case basis by the learner's lexicon. If the threshold of exceptions is crossed, PLP will simply expand the width of its search. When flapping bleeds raising (114), raising occurs distributionally before underlying voiceless segments that are not between a stressed and an unstressed vowel. The latter condition describes the contexts where raising is not bled, and still falls within a fixed-size window of the raising target, as shown with underlines in /rattry. The general point here is that if two rules interact extensively, there is likely to still be a fixed-length context-possibly a slightly larger context-that accounts for the processes. In fact, Chandlee et al. (2018) showed that a wide-range of phonological generalizations that have been characterized as opaque in the literature can be characterized as Input Strictly Local maps. In the appendix, we show that the rules PLP learns correspond to Input Strictly Local maps. Thus, we are optimistic that PLP can succeed even with instances of opaque rule interactions. § 5.4.4 provides an empirical demonstration of PLP learning rules in BLEEDING order.

Feeding may require small adaptions to PLP. In (111), no issue arises for the vowel-epenthesis rule, which does the feeding. The search for a rule to account for epenthetic [?] will proceed analogously to the Bleeding case. There are two underlying environments where epenthetic [?] surfaces: before underlyingly initial vowels (\# _ V) and before underlying initial consonant clusters (i.e. where raising feeds it, \# _ CC). These are disjoint contexts, so it may be appropriate to adapt PLP to allow it to return two disjoint rules from its search (99) to account for a discrepancy. In that case, the rules in (116) account for [?]-epenthesis directly from URs.

$$
\begin{align*}
& \emptyset \rightarrow \text { I \# \#_ CC (‘fed’ [?]-epenthesis cases) }  \tag{116}\\
& \emptyset \rightarrow \text { ? / \#__ V }
\end{align*}
$$

Alternatively, PLP could be adapted such that the search for new generalizations (91; step 6) operates over intermediate representations-specifically those derived by existing rules-instead of underlying representations. In that case, the [?]-epenthesis rule could be directly learned over the intermediate forms derived by the vowel-epenthesis rule.

In summary, this chapter is not an attempt to provide a complete account of rule ordering, which is beyond its scope. The results in § 5.4.3.4 and § 5.4.4 provide empirical demonstration of PLP learning some interacting rules, and the above discussion provides an outline of how PLP approaches rule interaction and what extensions may be necessary. We discuss future directions for studying rule interaction in § 7.3.5.

### 5.2.3.4 Production

The rules are applied one after the other in the order produced by the procedure in § 5.2.3.3. Each individual rule is interpreted under simultaneous application (Chomsky and Halle, 1968), which means that when matching the rule's target and context, only the input is accessible, not the result of previous applications of the rule. Thus, following the example from Chandlee (2014, p. 37), the rule (117) applied simultaneously to the input string $a a a a$ yields the output $a b b a$ rather than $a b a a$, because the second application's context is not obscured by the the first application.
(117) $a \rightarrow b / a \_a$

Simultaneous application is the interpretation of rules that corresponds to input-strictly local maps, as we discuss in § B.1.2. Other types of rule application, such as iterative or directional (e.g., Howard 1972; Kenstowicz and Kisseberth 1979), could be used in future work.

Thus, for an input $u$ and ordered list of rules $\mathcal{R}=r_{1}, r_{2}, \ldots, r_{|\mathcal{R}|}$, the grammar's output $\hat{s}$ is given by the composition of rules in (118).

$$
\begin{equation*}
\hat{s}=G(u)=r_{|\mathcal{R}|} \circ r_{|\mathcal{R}|-1} \circ \ldots \circ r_{1}(u)=r_{|\mathcal{R}|}\left(r_{|\mathcal{R}|-1}\left(\ldots r_{1}(u)\right)\right) \tag{118}
\end{equation*}
$$

### 5.2.4 Updating Incrementally

As PLP proceeds, vocabulary growth may cause the grammar to become stale and underextend or overextend, at which point PLP updates any problematic generalizations (91; step 8).

Denoting the discrepancies between the input $u$ and the predicted output $\hat{s}$ as $d(u, \hat{s})$, and those between $u$ and $s$ as $d(u, s)$, underextensions are defined in (119a) as discrepancies between the input and expected output that are not accounted for in PLP's prediction $\hat{s}$, and overextensions are defined in (119b) as discrepancies in the predicted output that should not be there. Here ' $\backslash$ ' denotes set difference, and ' $\stackrel{=}{ }$ ' means 'equal by definition.'
a. $U \triangleq d(u, s) \backslash d(u, \hat{s})$
b. $O \triangleq d(u, \hat{s}) \backslash d(u, s)$

Underextensions are handled by the for loop (91; step 5). Inside the loop, a new generalization is created (91; step 6). This is encoded in the grammar (91; step 7) by adding it to this list of rules.

If a prior generalization for the discrepancy exists, it is deleted from the list. An example of this is (120), where the word /mæp-z/ (120b) freshly enters the vocabulary.
a. /dag-z/ $\rightarrow$ [dagz]
$/ \mathrm{kæt-z/} \rightarrow$ [kæts]
/hərs-z/ $\rightarrow$ [hərsəz]
b. /mæp-z/ $\rightarrow$ [mæps]

Prior to its arrival, the rule (121a) was sufficient to explain when /z/ surfaces as [s]. This, however, fails to account for the new word, which ends in $/ \mathrm{p} /$ not $/ \mathrm{t} /$. PLP handles this by discarding the old rule and replacing it with a fresh one, such as (121b), derived by the exact same process described above in § 5.2.2.
a. $/ \mathrm{z} / \rightarrow[-\mathrm{voi}] /\{\mathrm{t}\}$
b. $/ \mathrm{z} / \rightarrow[-$ voi $] /\{\mathrm{t}, \mathrm{p}\}-$

Overextension-a discrepancy between the input $u$ and PLP's prediction $\hat{s}$ that did not exist between $u$ and the expected output $s$-is handled by (91; step 8). An example is (122), where (122b) enters the learner's vocabulary after (122a).
a. $/ \mathrm{k} æ \mathrm{t}-\mathrm{z} / \rightarrow[\mathrm{k} æ \mathrm{ts}]$
b. /dag-z/ $\rightarrow$ [dagz]

In such a case, the rule (123) will have been sufficient to explain (122a), but will result in an erroneous *[dags] for (122b).
(123) /z/ $\rightarrow[-$ voi] / $\qquad$
PLP resolves this by discarding the previous rule and replacing it with a new one via the process in § 5.2.2.

For both underextension and overextension, when the list of rules is updated, the steps in § 5.2.3-combining generalizations, inducing natural classes, and ordering rules-are repeated. Since PLP can replace generalizations as needed as the vocabulary grows, it can learn incrementally, in batches, or once and for all over a fixed vocabulary.

### 5.3 Prior Models

### 5.3.1 Constraint-Based Models

Constraint-ranking models rank a provided set of constraints. Tesar and Smolensky (1998)'s Constraint Demotion algorithm was an early constraint-ranking model for OT. Others are built on
stochastic variants of OT or Harmonic Grammar (HG) (Legendre et al., 1990; Smolensky and Legendre, 2006), including the Gradual Learning Algorithm (Boersma, 1997; Boersma and Hayes, 2001) for Stochastic OT and a later model (Boersma and Pater, 2008) that provided a different update rule for HG (see Jarosz 2019 for an overview).

Constraint ranking models can capture the assumption of classical Optimality Theory that learning amounts to ranking a universal constraint set, or they can rank a learned constraint set. Hayes and Wilson (2008)'s Maximum Entropy model learns and ranks constraints, but it learns phonotactic constraints over surface forms, not alternations as PLP does.

Locality and identity biases are better reflected in the content of the constraint set than in the constraint ranking algorithm. Locality is determined in virtue of what segments are accessed in determining constraint violations.

Constraint ranking models usually initialize markedness constraints outranking faithfulness constraints (Smolensky, 1996; Tesar and Smolensky, 1998; Jusczyk et al., 2002; Gnanadesikan, 2004). Consequently, any UR will initially undergo any changes necessary to avoid marked structures, even when lacking surface alternation to motivate discrepancies. Ranking faithfulness constraints above markedness constraints has been advocated for by Hale and Reiss (2008), but this approach has not been widely adopted. This in part due to arguments that such an initial ranking would render some grammars unlearnable (Smolensky, 1996), and in part due to the view that features of early child productions, in particular 'emergence of the unmarked,' reflect an early stage of the child's grammar, rather than underdeveloped articulatory control.

### 5.3.2 Rule-Based, Neural Network, and Linear Discriminative Models

Johnson (1984) proposed an algorithm for learning ordered rules from words arranged in paradigms as a proof of concept about the learnability of ordered-rule systems. The algorithm did not incorporate a locality bias and was not extensively studied empirically or theoretically.

Albright and Hayes $(2002,2003)$ developed a model for learning English past tense morphology via probabilistic rules. The model can be applied to learn rules for any set of input-output word pairs, including phonological rules. It is called the Minimum Generalization Learner because when it seeks to combine rules constructed for multiple input-output pairs, it forms the merged rule that most tightly fits the pairs. A consequence of this generalization strategy is that the phonological context of the rule is as wide as possible around the target segment, only localizing around the target when less-local (and hence less-general) contexts cannot be sustained. This is the direct opposite of PLP and of experimental results that suggest human learners start with local patterns and only move to non-local patterns when local generalizations cannot be sustained (Finley, 2011; Baer-Henney and van de Vijver, 2012; McMullin and Hansson, 2019). We further discuss differences between

PLP and MGL in § B.2.
Rasin et al. (2018) proposed a Minimum Description Length model for learning optional rules and opacity. The authors intended the model as a proof-of-concept and only evaluated it on two small, artificial datasets.

Peperkamp et al. (2006) proposed a statistical model for learning allophonic rules by finding segments with near-complementary distributions. The method is not applicable to learning rules involving non-complementary distributions. Calamaro and Jarosz (2015) extend the model to handle some cases of non-complementary distributions, if the alternation is conditioned in terms of the following segment (i.e., $a \rightarrow b / \ldots c$ where $|a|=|b|=|c|=1$ ). These works attempt to model the very early stage of learning alternations (White et al., 2008) prior to most morphological learning, whereas PLP models learning after abstract URs begin to be learned.

Beguš (2022) trained a generative, convolutional neural network on audio recordings of Englishlike nonce words, which followed local phonological processes and a non-local process (vowel harmony). The model was then used to generate speech. This model-generated speech followed the local processes more frequently than the non-local process, suggesting that it more easily learned local than non-local processes. This is possibly due to the use of convolution, which is a fundamentally local operation. As a model for generating artificial speech, it is not directly comparable in our setting of learning processes that map URs to SRs.

In a different direction, Baayen et al. $(2018,2019)$ proposed using Linear Discriminative Learning to map vector representations of form onto vector representations of meaning and vice versa. Since this model operates over vector representations of form and meaning, it is not directly comparable.

### 5.3.3 Formal-Language-Theoretic Models

Formal-language and automota-theoretic approaches analyze phonological generalizations in computational terms. Many resulting learning models attempt to induce a finite state transducer (FST) representation of the map between SRs and URs. These automata-theoretic models, together with precise assumptions about the data available for learning, allow for learnability results in the Gold (1967) paradigm of identification in the limit. Such results state that a learning algorithm will converge onto a correct FST representation of any function from a particular family, provided that the data presented to it meets certain requirements-called a characteristic sample. In phonology, the target class of functions is usually one that falls in the subregular hierarchy (Rogers et al., 2013), which contains classes of functions more restrictive than the regular region of the Chomsky Hierarchy (Chomsky, 1956). These models are often chosen to demonstrate theoretical learnability results, and have seldom been applied to naturalistic data.

Gildea and Jurafsky (1996) developed a model, based on OSTIA (Oncina et al., 1993), which learns subsequential FSTs. The class of subsequential functions is a sub-regular class of functions that may be expressive enough to capture any type of observed phonological map (Heinz, 2018), although some tonal patterns appear to be strong counter-examples (Jardine, 2016a). The authors intended their model only as a proof-of-concept of the role of learning biases, and required unrealistic quantities of data to effectively learn. Indeed, they recognized the importance of faithfulness and locality as learning biases, which they attempted to embed into OSTIA. Their biases were, however, heuristics. In particular, a bias for locality was introduced by augmenting states with the features of their neighboring contexts. This in effect restricts the learner to local patterns, which is different from the current chapter's proposal, in which locality is a consequence of the way that the algorithm proceeds over hypotheses.

As Chandlee (2014) observes, a more principled means of incorporating a locality bias into a finite state model is to directly target the class of strictly local functions. Chandlee et al. (2014) proposes such a model, called ISLFLA, and proves that it can learn any strictly local function in the limit in the sense of Gold (1967). However, the characteristic sample for the algorithm includes the set of input-output pairs for every language-theoretically possible string up to length $k$ (a modelrequired parameter). As Chandlee (2014) discusses, this is problematic since natural language may in principle never provide all logically possible strings, due to phonotactic or morophological constraints. We implemented ISLFLA and attempted to run it on naturalistic data, and it does indeed fail to identify any FST on such data. ${ }^{13}$

Jardine et al. (2014) proposed a model, SOSFIA, for learning subsequential FSTs when the FST structure is known in advance; only the output for each arc in the FST needs to be learned. Strictly local functions are such a case, because the necessary and sufficient automata-theoretic conditions of strict locality include a complete FST structure (Chandlee, 2014). SOSFIA also admits learnability in the limit results, but has not been applied to naturalistic data.

### 5.4 Evaluating the Model

This section evaluates PLP along a number of dimensions (124).
(124) Q1. Does PLP reflect human learners' preference for local generalizations?

Q2. How well does PLP learn local generalizations?
Q3. What are the learning effects of assuming UR-SR identity by default?
${ }^{13}$ OSTIA will run on data not satisfying its characteristic sample; it is just not guaranteed to induce a correct FST in such cases. In contrast, ISLFLA is unable to proceed if the characteristic sample is not met: it exits at line 9 of the pseudocode in Chandlee et al. (2014, p. 499).

### 5.4.1 Model Comparisons

We compare to several alternative models.

### 5.4.1.1 Rule-Based, Neural Network, and Finite-State Models

MGL is the Minimal Generalization Learner from Albright and Hayes (2002, 2003). We used the Java implementation provided by the authors. MGL may produce multiple candidate SRs for a UR if more than one rule applies to the UR. In such cases, we used the rule with the maximum conditional probability scaled by scope (confidence in the terminology of Albright and Hayes 2002, sec. 3.2) to derive the predicted SR.

ED (encoder-decoder) is a neural network model. It is a successful neural network model for many natural language processing problems involving string-to-string functions, such as machine translation between languages (Sutskever et al. 2014), and morphological reinflection (Cotterell et al. 2016). It has also been used to revisit the use of neural networks in the 'past-tense debate' of English morphology (Kirov and Cotterell 2018), though its use as a computational model of morphology acquisition has been called into question (McCurdy et al. 2020; Belth et al. 2021). We follow Kirov and Cotterell (2018) and Belth et al. (2021) in its setup, using the same RNN implementation, trained for 100 epochs, with a batch size of 20 , optimizing the log-likelihood of the training data. Both the encoder and the decoder are bidirectional LSTMs with 2 layers, 100 hidden units, and a vector size of 300 .

OSTIA (Oncina et al., 1993) is a finite-state model for learning subsequential finite state transducers. We used the Python implementation from Aksënova (2020).

ID is a trivial baseline that simply copies every input segment to the output. This allows for interpreting the value of assuming UR-SR identity by default.

### 5.4.1.2 Learning as Constraint Ranking

We also compare to the view of learning as ranking a provided constraint set. Classic OT viewed constraints as part of UG; we represent this view with UCON, for universal constraint set. An alternative view is that the constraint set is learned; we represent this view with Oracle, which effectively constitutes an upper-bound on how well a model that learns the constraint set to be ranked could do. Oracle is provided all and only the markedness constraints relevant to the grammar being learned. Ucon is provided the same constraints as Oracle, plus two extra markedness constraints that are violable in the adult languages and thus must be down-ranked.

It is important to emphasize that these models learn in a different setting than PLP and those in § 5.4.1.1. The latter receive as input only UR-SR training pairs, whereas Ucon and Oracle receive both training pairs and a constraint set. Consequently, Ucon and Oracle's accuracies at
producing SRs are not directly comparable to the other models' accuracies. Our goal in comparing PLP to Ucon and OracLe is to highlight the ways in which PLP's account of phonological learning differs.

For Ucon and Oracle, we use the Gradual Learning Algorithm (GLA) (Boersma, 1997; Boersma and Hayes, 2001) to rank the constraints because it is robust to exceptions-an important property when learning from noisy, naturalistic data. We emphasize, however, that the comparison is not to the particular constraint-ranking algorithm-others could have been chosen. Because our experiments involve many random samples and tens of thousands of tokens, the implementation of GLA in Praat (Boersma et al. 1999) was not well-suited. Thus, we used our own Python implementation of GLA, with the same default parameters as in Praat (evaluation noise: 2.0, plasticity: 1.0). We initialize markedness constraints above faithfulness constraints.

### 5.4.2 Comparison to Humans' Preference for Locality

In an experimental study, Baer-Henney and van de Vijver (2012) found that allomorphic generalizations in an artificial language were more easily and successfully learned when the surface allomorph was determined by a segment two positions away than determined by a segment three positions away. The study involved three artificial languages in which plural nouns were formed by affixing either the vowel $[-y]$ or $[-u]$, which differ in backness: -back and +back, respectively. Each language involved a different phonological condition for determining which affix surfaced. Treating /-y/ as the underlying affix, the three generalizations are those in (125).
a. $[-$ back $] \rightarrow[+$ back $] /[+$ vowel,+back $][+$ cons $] ~ ـ$
b. [-back] $\rightarrow$ [+back] / [+vowel,+tense][+cons] __
c. $[-$ back $] \rightarrow[+$ back $] /[+$ cons, +son $][+$ vowel $][+$ cons $] ~ ـ$

All singular forms are CVC words; plurals add a vowel. The (125a) language is an example of vowel harmony, since the affix vowel assimilates in backness to the preceding vowel. The (125b) language is equally local, but lacks clear phonetic motivation, since the stem vowel's feature determining the affix' backness is [tense]. The (125c) language is both less local and phonetically unmotivated, since the backness of the vowel is determined by the initial consonant of the stem. Because all three languages have CVC stems and CVCV plurals, each pattern is strictly local, but (125a)-(125b) involve a sequence of three contiguous segments while (125c) involves four.

Since PLP starts locally around the affix when looking for an appropriate generalization, and only proceeds outward when the more local contexts become too inaccurate, we expect PLP to learn the (125a)-(125b) generalizations substantially more easily than the (125c) generalization, just as Baer-Henney and van de Vijver (2012) found for humans (Q3). For comparison, we use MGL,
which generalizes in roughly the opposite way: it constructs the narrowest-and hence less localgeneralization. We also compare to grammars resulting from ranking three different constraint sets. The markedness constraints for (125) are (126).
a. *[+vowel,+back][+cons][-back,+vowel]
b. *[+vowel,+tense][+cons][-back,+vowel]
c. *[+cons,+son $][+$ vowel $][+$ cons $][-$ back, + vowel $]$

The first constraint set encodes the assumption of a universal constraint set containing only grounded, universal constraints by including only (126a), because it is the only generalization viewed as phonetically motivated. Secondly, we consider a constraint set containing all three markedness constraints (126a)-(126c) regardless of which language is being learned. Thirdly, we consider a constraint set containing only the constraint relevant to the language being learned.

In addition to learning the local generalization more easily than the non local one, Baer-Henney and van de Vijver (2012) also found that the phonetically motivated generalization (125a) was learned slightly more easily than (125b). The authors argued that this is evidence for substantive bias in phonological learning. However, the question of substantive bias is largely orthogonal to the current chapter, since our focus is on locality. Moreover, the performance gap between (125a) and (125b) was much smaller than the gap between them and (125c). For these reasons, we focus on the difference in models' performance on (125a)-(125b) vs. (125c) in this experiment.

### 5.4.2.1 Setup

Each of Baer-Henney and van de Vijver (2012)'s experiments involved presenting subjects with randomly selected singulars and plurals from the respective artificial languages. Each word was accompanied by a picture conveying the word's meaning; one item was present in the picture for singulars and multiple items for plurals. The singulars and plurals were presented independently, so the experimental setup did not separate phonological learning from learning the artificial languages' morphology and semantics. Due to this fact, the study participants likely only successfully acquired the underlying and surface representations for a subset of the exposure words, and what fraction of the exposure set they learned is entirely unknown. Since the models assume URs and SRs as training data, we factor out the fraction of the exposure set for which they have acquired URs and SRs by treating it as a free-variable that the models get to optimize over. We use the data released by BaerHenney and van de Vijver (2012) and follow their setup to construct train (exposure) and test sets. ${ }^{14}$ We ran each model over 100 randomized exposure sets to simulate 100 participants.

[^39]The MGL model from Albright and Hayes (2002, 2003) combines rules that target the same segment and carry out the same change to that target. For instance, if it has acquired the two wordspecific rules in (127a)-(127b), it will attempt to combine them via Minimal Generalization-i.e., as conservatively as possible. The minimal generalization for (127a)-(127b) is (127c), which retains as much as possible of the original two rules. However, in the implementation of MGL from Albright and Hayes (2002, 2003), when two rules are combined, the longest substrings shared by the rules are retained—in this case /p/—but segment combination (e.g., $\{v, o\}$ ) only proceeds one position further; everything else is replaced by a free variable X (see Albright and Hayes 2002, p. 60 for a complete description of this process). Thus, their implementation returns (127d), which is less conservative than the actual minimal generalization (127c).
a. $y \rightarrow u / b v p ~ — ~ \# ~$
b. $\mathrm{y} \rightarrow \mathrm{u} / \mathrm{dop} \ldots \#$
c. $\mathrm{y} \rightarrow \mathrm{u} /\{\mathrm{b}, \mathrm{d}\}\{v, o\} \mathrm{p} \ldots$ \#
d. $\mathrm{y} \rightarrow \mathrm{u} / \mathrm{X}\{v, \mathrm{o}\} \mathrm{p} \ldots \#$

This issue does not arise in the original papers by Albright and Hayes (2002, 2003), because the object of study was the English past tense, in which the surface allomorph is determined by an immediately adjacent segment. Thus, any regularities beyond the adjacent segment, which their implementation would miss despite being more minimal generalizations, would be spurious regularities anyway. However, for the purposes of this experiment, the implementation is problematic. Consequently, we used our own implementation of MGL, which correctly generates the minimally general combination of rules. ${ }^{15}$ We use the rule with the minimally general context in which /-y/ surfaces as $[-u]$ to produce a surface form for each test instance.

### 5.4.2 2 Results

Fig. 5.2 shows the results. The $x$-axis of each plot is the free-variable discussed above, measuring the fraction of the exposure set that the learner successfully constructed a UR-SR pair for. The $y$-axis reports the average model performance (over the 100 simulations), for each language. The points marked with a color-coded ' X ' provide the average human performance from Baer-Henney and van de Vijver (2012) (over the 20 participants). Since each model gets to optimize over the free variable, we select, for each respective model, the $x$-value where it best matches the human performance, averaged over all three languages. This point can be seen by where the 'X's are placed. We drew a color-coded vertical line from each human performance marker to the corresponding model performance to demonstrate the difference between each model's performance and the humans'.

[^40]PLP (Fig. 5.2a) is the best match to the human results, learning the more local generalizations (125a)-(125b) substantially more easily than the less local generalization (125c). This is because PLP requires sufficient evidence against local generalizations (via the Tolerance Principle) before it will abandon them for less local ones (§5.2.2.2). This is reminiscent of Gómez and Maye (2005, p. 199)'s characterization of human learners as attending to local contexts even 'past the point that such structure is useful' before eventually moving on to less local information. In contrast, MGL (Fig. 5.2b) learns all three generalizations equally well because it constructs the most conservativeand hence widest context—generalization that is sustainable. If a grammar is constructed by ranking a universal constraint set that includes only phonetically-motivated constraints (Fig. 5.2c), only the generalization from (125a) can be learned because that is the only phonetically-motivated generalization. On the other hand, if all relevant constraints are included together (Fig. 5.2d) or on their own (Fig. 5.2e), all three generalizations are learned roughly equally well. This is because learning reduces to constraint ranking-the constraints being provided—and thus fails to distinguish between more and less local constraints. For language 3, the number of exceptions against the more local generalization will eventually become too numerous under the Tolerance Principle, and PLP will construct a less-local rule, which will correctly characterize the language 3 alternation. Thus, PLP predicts that given sufficient time and data, learners will eventually be able to learn the language 3 alternation.

### 5.4.2.3 Takeaways

PLP reflects human learners' preference for local generalizations (Q3).

### 5.4.3 Learning German Devoicing

We now evaluate PLP on syllable-final obstruent devoicing in German (Wiese, 1996).

### 5.4.3.1 Setup

This experiment simulates child acquisition by using vocabulary and frequency estimations from child-directed speech in the Leo corpus (Behrens 2006). We retrieved the corpus from the CHILDES (MacWhinney 2000) database and intersected the extracted vocabulary with CELEX (Baayen et al. 1996) to get phonological and orthographic transcriptions for each word. We also computed the frequency of each word in the Leo corpus. The resulting dataset consists of 9,539 words. To construct URs and SRs, we followed Gildea and Jurafsky (1996), using the CELEX phonological representations as SRs and discrepancies between CELEX phonology and orthography to construct URs, since German orthography does not reflect devoicing. Specifically, we make


Figure 5.2: PLP best matches the locality results of Baer-Henney and van de Vijver (2012), where participants much more easily learned languages with local generalizations (languages 1-2) than a non-local generalization (language 3). In contrast, MGL fails to mirror these results, learning all generalizations equally well. Grammars constructed by ranking a provided constraint set also fail to match the results: if provided with phonetically-motivated constraints, only the first generalization can be learned, and if provided with all or language-relevant constraints, all generalizations are learned equally well.
the syllable-final obstruents voiced for the URs of all words where the corresponding orthography indicates a voiced obstruent. In this data, $8.2 \%$ of words involve devoicing, which means a substantial number of URs equal SRs w.r.t this process. However, this is an appropriate and realistic scenario, since the data was constructed from child-directed speech and is thus a reasonable approximation of the data that children have access to when learning this generalization.

The experimental procedure samples one word at a time from the data, weighted by frequency. The word is presented to each model and added to its vocabulary. Sampling is with replacement, so the learners are expected to encounter the same word multiple times, at frequencies approximating what a child would encounter. When the vocabulary reaches a size of $100,200,300$, and 400 , each model is probed to produce an SR for each UR in the dataset that is not in the vocabulary (i.e. held-out test data). The fraction of these predictions that it gets correct is reported as the model's accuracy. The models MGL, ED, and OSTIA are designed as batch learners, so they are trained from scratch on the vocabulary prior to each evaluation period. ${ }^{16}$ PLP, Ucon, and Oracle learn incrementally.

This simulation is carried out 10 times to simulate multiple learning trajectories. The results are averages and standard deviations over these 10 runs.

Oracle is provided with the constraint set (128).
(128) $\left.\operatorname{Con}=\{\operatorname{Max}, \operatorname{Dep}, \operatorname{Ident}(\text { voice }), \operatorname{Ident}(\text { Son }), \operatorname{Ident}(n a s), *[+ \text { voi, }- \text { son }]]_{\sigma}\right\}$

The markedness constraint $*[+$ voi, - son $]]_{\sigma}$, which marks syllable-final voiced obstruents, is the relevant markedness constraint for this process. Ucon is provided two additional constraints: *NÇ, which marks voiceless consonants following nasals, and *Complex. Both are frequently considered to be universal, violable constraints (Prince and Smolensky, 1993; Locke, 1983; Rosenthall, 1989; Pater, 1999). We included these to capture the assumption of a universal constraint set, which requires learning that *Complex and *NÇ are violable in German; for instance /glaubənd/ $\rightarrow$ [glau.bənt.] ('believing') violates *Complex and *NC.

### 5.4.3.2 Results

The results are shown in Tab. 5.1. PLP learns an accurate grammar, which consists of the single generalizaton shown in (129), where ' $]_{\sigma}$ ' denotes the end of a syllable.

$$
\begin{equation*}
\left.[+ \text { voi,--son }] \rightarrow[- \text { voi }] / \_\right]_{\sigma} \tag{129}
\end{equation*}
$$

While PLP achieves perfect accuracy by the time the vocabulary has grown to size 100 , it does produce errors in the process of getting there. A primary example is underextensions. In our experiments, underlyingly voiced stops tended to enter the vocabulary earlier than voiced fricatives.

[^41]Consequently, PLP sometimes fails to extend devoicing to fricatives until evidence of them devoicing enters the vocabulary. These underextensions are over held-out test words-i.e. words not in the learner's vocabulary. Thus, this is a prediction about an early state of the learner's phonological grammar, and not a prediction that children go through a stage of voicing final voiced fricatves. Indeed, as soon as an instance of fricative devoicing enters the vocabulary, we found that PLP extends the generalization to account for it.

Ranking a provided constraint set (Oracle and Ucon) can yield the same generalization as PLP: the sequence [+voi,-son] $]_{\sigma}$ is not allowed in German and violations of this restriction are repaired by devoicing. But the differences in how PLP learns this generalization are informative. Both Ucon and Oracle are provided the knowledge that the sequence $[+ \text { voi,-son] }]_{\sigma}$ is marked. In contrast, PLP discovers the marked sequence in the process of learning.

In German, the onset [bl] is allowed (e.g., /blau/ $\rightarrow$ [blau]). PLP always produces the correct SR for /blau/ as a consequence of its identity default (Tab. 5.2). Whether a constraint-ranking model incorporates a preference for identity between inputs and outputs depends on what constraints it ranks. Because Oracle ranks only the constraints active in the language being learned, it-like PLP-does not produce unmotivated errors. If a universal constraint set is ranked (Ucon), then markedness constraints that are violable in the language being learned will lead to unmotivated errors. For instance, prior to downranking *Complex, Ucon sometimes produces [bəlau] for /blau/, with the complex onset /bl/ separated by a [ə], even though such onsets are allowed in German. However, deletion tends to be more common than epenthesis as a repair in child utterances, and it appears to occur due to articulatory limitations rather than by the child's hypothesized adult grammar.

Both Ucon and Oracle sometimes produce /kind/ as *[kmdə] and *[kin], rather than [kint], because they must figure out the relative ranking of faithfulness constraints in order to capture which repair German uses to avoid $*[+$ voi,-son $]]_{\sigma}$ violations. In contrast, PLP infers the repair-devoicing-directly from what discrepancy it observes in the data.

None of the other models perform competitively: PLP outperforms them all by a statistically significant amount ( $p<0.01$ ), as measured by a paired $t$-test against the null hypothesis that each model's performance over the 10 simulations has the same average accuracy as PLP's. MGL, which generalizes as conservatively as possible, struggles to generalize beyond the training data. This is seen in its slow rate of improvement. ED is a powerful model in natural language processing when substantial amounts of data are available, but it struggles to learn on the small vocabularies at the scale children learn from. OSTIA struggles even more, consistent with the negative results of Gildea and Jurafsky (1996), who presented it with much larger vocabularies.

Table 5.1: Model accuracies (with standard deviations) on held-out test data at different training vocabulary sizes. PLP readily learns an accurate generalization for German final-obstruent devoicing.

| Model | Vocabulary Size |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 100 | 200 | 300 | 400 |
| PLP | $\mathbf{1 . 0 0 0} \pm \mathbf{0 . 0 0}$ | $\mathbf{1 . 0 0 0} \pm \mathbf{0 . 0 0}$ | $\mathbf{1 . 0 0 0} \pm \mathbf{0 . 0 0}$ | $\mathbf{1 . 0 0 0} \pm \mathbf{0 . 0 0}$ |
| MGL | $0.918 \pm 0.00$ | $0.918 \pm 0.00$ | $0.918 \pm 0.00$ | $0.919 \pm 0.00$ |
| ED | $0.008 \pm 0.00$ | $0.178 \pm 0.03$ | $0.389 \pm 0.04$ | $0.543 \pm 0.04$ |
| OSTIA | $0.023 \pm 0.02$ | $0.022 \pm 0.01$ | $0.031 \pm 0.01$ | $0.040 \pm 0.00$ |
| UCON | $0.960 \pm 0.03$ | $0.988 \pm 0.00$ | $0.992 \pm 0.00$ | $0.995 \pm 0.00$ |
| ORACLE | $0.982 \pm 0.01$ | $0.997 \pm 0.00$ | $0.998 \pm 0.00$ | $0.999 \pm 0.00$ |
| ID | $0.918 \pm 0.00$ | $0.918 \pm 0.00$ | $0.918 \pm 0.00$ | $0.918 \pm 0.00$ |

Table 5.2: Analysis of the types of errors each of the models that learn an accurate grammar make in the process. Because it only adds generalizations to the grammar when necessitated by surfacealternation, PLP produces no unmotivated errors.

| Error Type | Example | PLP | Ucon | Oracle |
| :---: | :---: | :---: | :---: | :---: |
| Unmotivated | /blau/ $\rightarrow$ *[bəlau] | No | Yes | No |
| Wrong-Repair | /kind/ $\rightarrow$ *[kində] | No | Yes | Yes |
| Under/Over Extension | /kind/ $\rightarrow$ *[kmd] | Yes | Yes | Yes |

### 5.4.3.3 Takeaways

PLP is readily able to learn German syllable-final devoicing (Q2) and never introduces unmotivated generalizations (Q3).

### 5.4.3.4 Opacity

Devoicing in Polish interacts opaquely with o-raising, in which $/ \partial /$ surfaces as [u] before final, underlyingly voiced, oral consonants (Kenstowicz, 1994; Sanders, 2003). As a proof-of-concept, we ran PLP on the data from Sanders (2003, chap 2; ex. 2-5). PLP learns rules (130) and correctly ordered them in Counterbleeding order with raising $r_{1}$ before devoicing $r_{2} .{ }^{17}$

[^42]$G=r_{2} \circ r_{1}$, where
\[

$$
\begin{aligned}
& r_{1}=\rho \rightarrow \mathrm{u} / \_[+ \text {voi }] \# \\
& r_{2}=[+ \text { voi, }- \text { son }] \rightarrow[-\mathrm{voi}] / \ldots \#
\end{aligned}
$$
\]

Rule $r_{2}$ accounts for devoicing both in isolation (131a) and in words exhibiting raising (131c). Rule $r_{1}$ accounts for raising both in isolation (131b) and when its underlying context is opaquely obscured by devoicing (131c).
(131) a. /klub/ $\rightarrow$ [klup] 'club' SG
b. /bol/ $\rightarrow$ [bul] 'ache' NOM.SG
c. /bob/ $\rightarrow$ [bup] 'bean' NOM.SG

The correct ordering was achieved because, in the reverse ordering, devoicing bleeds raising, resulting in errors like *[bop] for/bob/ that are not present when in Counterbleeding order. This demonstrates that PLP is capable of handling at least this case of opacity. We leave a systematic study of opacity for future work (see § 5.2.3.3 and § 7.3.5).

### 5.4.4 Learning a Multi-Process Grammar

This experiment evaluates PLP at learning multiple generalization simultaneously. The processes modeled are the alternating plural and Prs 3Rd SG affix /-z/ (132a), the alternating past tense affix $/-\mathrm{d} /(132 \mathrm{~b})$, and vowel nasalization (132c).

> a. /dag-z/ $\rightarrow$ [dagz]
> /wok-z/ $\rightarrow$ [woks]
> /hərs-z/ $\rightarrow$ [hərsəz]
> b. /smel-d/ $\rightarrow$ [smeld]
> /wok-d/ $\rightarrow$ [wokt]
> /forld-d/ $\rightarrow$ [forldəd]
> c. ð $\varepsilon \mathrm{m} / \rightarrow[ð \varepsilon \tilde{m}]$
> $/ \mathrm{s} \wedge \mathrm{m} \theta \mathrm{m} \mathrm{y} / \rightarrow[\mathrm{s} \tilde{\mathrm{m}} \mathrm{m} \theta \mathrm{in}]$
> /dæns/ $\rightarrow$ [dæ̃ns]

### 5.4.4.1 Setup

This experiment, like the first, simulates child language acquisition. The child-directed speech is aggregated across English corpora in CHILDES (MacWhinney, 2000), including the frequency of

Table 5.3: Model accuracies (with standard deviations) on held-out test data at different training vocabulary sizes. PLP readily learns an accurate grammar for the English processes in (132).

| Model | Vocabulary Size |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1000 | 2000 | 3000 | 4000 |
| PLP | $\mathbf{0 . 9 8 4} \pm \mathbf{0 . 0 1}$ | $\mathbf{0 . 9 9 2} \pm \mathbf{0 . 0 0}$ | $\mathbf{0 . 9 9 5} \pm \mathbf{0 . 0 0}$ | $\mathbf{0 . 9 9 7} \pm \mathbf{0 . 0 0}$ |
| UCON | $0.969 \pm 0.00$ | $0.982 \pm 0.00$ | $0.987 \pm 0.00$ | $0.990 \pm 0.00$ |
| ORACLE | $0.980 \pm 0.00$ | $0.989 \pm 0.00$ | $0.991 \pm 0.00$ | $0.992 \pm 0.00$ |
| ID | $0.510 \pm 0.00$ | $0.510 \pm 0.00$ | $0.510 \pm 0.00$ | $0.510 \pm 0.00$ |

each word. Only words with '\%mor' tags were retained, because the morphological information was needed to construct URs. Transcriptions from the CMU pronunciation dictionary (CMU, 2014) served as SRs, with nasalization added to vowels preceding nasal consonants. URs had all vowels recorded without nasalization. The surface affixes for all past tense verbs, plural nouns, and Prs 3RD SG verbs were set to $/ \mathrm{d} / \mathrm{/} / \mathrm{z} /$, and $/ \mathrm{z} /$, respectively in the URs. The resulting dataset contains 20,421 UR-SR pairs.

The experimental procedure is the same as for German, sampling words weighted by frequency and reporting accuracies at predicting SRs from URs over held-out test words when each learner's vocabulary reaches certain sizes: $1 \mathrm{~K}, 2 \mathrm{~K}, 3 \mathrm{~K}$, and 4 K words.

We omit results from MGL, ED, and OSTIA because they continued to be noncompetitive. Oracle once again ranks only the relevant constraints (133) and Ucon receives, in addition to (133), *Complex and *NÇ.

```
Con \(=\{\)
    Max, Dep, Ident(voice), Ident(son), Ident(nas),
    Agree(Voice), *SS, *[+vowel, -nas][+cons, +nas],
    *[-cont,-dist,-son][-cont,-dist,-son]
\}
```

All faithfulness constraints other than Dep were split into two-one for stems and one for affixes-so that, for instance, $*[w o g z]$ could be ruled out for input /wok-z/ in (132).

### 5.4.4.2 Results

The models' accuracies on held-out test words, shown in Tab. 5.3, reveal that PLP learns an accurate grammar by the time its vocabulary grows to about 2000 words. PLP's output is shown as an ordered list of rules in (134).

$$
\begin{equation*}
G=r_{5} \circ r_{4} \circ r_{3} \circ r_{2} \circ r_{1} \text {, where } \tag{134}
\end{equation*}
$$

$$
\begin{aligned}
& r_{1}=[+\mathrm{syl}] \rightarrow[+\mathrm{nas}] / \ldots[+\mathrm{nas}] \\
& r_{2}=\emptyset \rightarrow \partial /[+\mathrm{sib}] \ldots[+\mathrm{sib}] \\
& r_{3}=[+\mathrm{sib},+\mathrm{voi}] \rightarrow[-\mathrm{voi}] /[-\mathrm{voi}] \ldots \\
& r_{4}=\emptyset \rightarrow \text { ว } /[+\mathrm{cor},-\mathrm{cont},-\mathrm{nas}] \ldots[+\mathrm{cor},-\mathrm{cont},-\mathrm{nas}] \\
& r_{5}=[+\mathrm{cor},-\mathrm{cont},-\mathrm{nas},+\mathrm{voi}] \rightarrow[-\mathrm{voi}] /[-\mathrm{voi}] \ldots
\end{aligned}
$$

The rules were ordered as described in $\S$ 5.2.3.3, with $r_{2}$ before $r_{3}$ and $r_{4}$ before $r_{5}$ (i.e. BLEEDING order) being the inferred ordering dependencies. Thus, as described in § 5.2.3.3, PLP learned that epenthesis bleeds devoicing. The rules $r_{2}-r_{5}$ do not encode a word-final context because doing so would require expanding PLP's search window, which is not necessary because the rules without word-final context pass the Tolerance Principle. The extension of [+cor,-cont,-nas] is $\{\mathrm{t}, \mathrm{d}\}$ and of $[+$ cor,-cont,-nas,+voi] is $\{\mathrm{d}\}$.

The reason no model achieves $100 \%$ accuracy is due to a handful of words that do not follow the generalizations in (132). For instance, compounds like [bedtaĩm] allow the sequence [dt], but the models predict there should be an epenthetic vowel to split the sequence. Such exceptions are easily accounted for if we assume the learner recognizes the word as a compound. Since exceptions are inevitable in naturalistic data, we chose to not remove these exceptions.

In Berko (1958)'s seminal study, Berko found that children aged 4-7yrs could accurately inflect nonce words that take the $[-z],[-s],[-d]$, or $[-t]$ suffixes, but that they performed much worse at inflecting nonce words taking the $[-\partial z]$ or $[-\partial d]$ suffixes. Adults could inflect nonce words with $[-$ $\partial z]$ or [-əd], suggesting that voicing assimilation process may be learned earlier than the epenethesis process. We show PLP's accuracy on Berko (1958)'s different categories of nonce words in Fig. 5.3 as the vocabulary grows ( $x$-axis). PLP's accuracy on nonce words taking $[-z]$ or $[-s]$ (black dashed line) converges earlier than its accuracy on nonce words taking [-əz] (gray dashed line); similarly the accuracy for nonce words taking [-d] or [-t] (black dotted line) converges earlier than for nonce words taking [-əd] (gray dotted line). Thus, the order of acquisition matches Berko (1958)'s finding.

### 5.4.4.3 Takeaways

The results in this more challenging setting, where multiple processes are simultaneously active, support the takeaways from the prior experiment. PLP successfully learns all the generalizations (Q2) and does not introduce unmotivated generalizations (Q3).


Figure 5.3: PLP's accuracy on the plural and past tense nonce words from Berko (1958) as training progressed. The black dashed line denotes plurals that should take $[-z]$ or $[-s]$ and the gray dashed lines those that should take $[-\partial z]$. The dotted lines represent the analogues for past-tense. The fact that $[\mathrm{z}] /[\mathrm{s}]$ accuracy converges before $[-ə z]$ and $[\mathrm{d}] /[\mathrm{t}]$ before [-әd] matches Berko (1958)'s finding that children learn $[-\mathrm{z}] /[-\mathrm{s}]$ and $[-\mathrm{d}] /[-\mathrm{t}]$ before $[-\partial z]$ and $[-\partial \mathrm{d}]$.

### 5.4.5 Learning Tswana's Post-Nasal Devoicing

Although a majority of phonological patterns may be phonetically grounded, some processes nevertheless appear to lack or even oppose phonetic motivation (Anderson, 1981; Buckley, 2000; Johnsen, 2012; Beguš, 2019). Moreover, these must still be learnable, because children continue to successfully acquire them (Johnsen, 2012, p. 506). An example of such a pattern is post-nasal devoicing in Tswana shown in (90), which Coetzee and Pretorius (2010) confirmed to be productive despite operating against the phonetic motivation for post-nasal voicing (Hayes and Stivers, 2000; Beguš, 2019). Beguš (2019, p. 699) found post-nasal devoicing to be reported as a sound change in thirteen languages and dialects, from eight language families.

Models of phonological learning should account for the fact that non-phonetically-grounded, yet productive patterns are successfully learned by humans. A consequence of PLP's identity default is that generalizations are added to the grammar whenever they are motivated by surface alternation. Since surface alternation in Tswana motivates a generalization for post-nasal devoicing, its learnability should be accounted for with PLP. This experiment attempts to confirm this (Q3).

### 5.4.5.1 Setup

For this experiment we used the 10 UR-SR pairs from Coetzee and Pretorius (2010, p. 406) as training data. Five pairs involve devoicing resulting from the 1 st SG Obj clitic $/ \mathrm{m} /$ attaching to a stem

Table 5.4: PLP learns precisely the set of processes active in its experience. This provides a straightforward account of how productive phonological processes can be learned even if they operate against apparent phonetic motivation, like devoicing in Tswana following nasals (Coetzee and Pretorius, 2010). With PLP, the unmotivated constraint *NÇ need not be assumed universal.

| Model | Generalization | Test Accuracy |
| :--- | :---: | :---: |
| PLP | $\mathrm{b} \rightarrow[-$ voi $] / \mathrm{m}-$ | 1.0 |
| Ranking without *NÇ | $\left\{{ }^{*} \mathrm{NC}\right.$, Ident(Voice) $\}$ | 0.5 |
| Ranking with *NÇ | NÇ $»\left\{{ }^{*} \mathrm{NC}\right.$, Ident(VoICe) $\}$ | 1.0 |

that starts with a voiced obstruent. The other five pairs involve the 1st Pl Obj clitic/re/ attaching to the same stems, which serve as negative examples since the clitic does not introduce a nasal. This data is not necessarily representative of the data that a child would have during acquisition, and thus serves as a proof-of-concept learnability experiment.

The test data consists of the same $20 / \mathrm{b} /$-initial nonce words presented to the participants in Coetzee and Pretorius (2010, p. 407)—10 stems each combined with $/ \mathrm{m} /$ and $/ \mathrm{re} /$.

### 5.4.5.2 Results

The results in Tab. 5.4 demonstrate that PLP can learn Tswana's post-nasal devoicing without requiring the existence of a universal, phonetically unmotivated constraint. ${ }^{18}$ Constraint-ranking models can also learn the generalization, but depend on an account of how the constraint *NC, which is not usually considered to be a universally marked sequence (Locke, 1983; Rosenthall, 1989; Pater, 1999; Beguš, 2016, 2019), is added to the constraint set.

### 5.4.5.3 Takeaways

Because PLP assumes UR-SR identity by default, it constructs precisely the generalizations necessary to account for the discrepancies active in its experience, providing a straight-forward account of how productive generalizations can be learned even if they are opposed to apparent phonetic motivation, as humans evidently do (Seidl and Buckley 2005, Johnsen 2012, p. 506; Beguš 2018, ch. 6) (Q3).

[^43]
### 5.5 Discussion

One reviewer of our Belth (2023a) paper asked what sort of tendency we view locality to be. We view the cognitive tendency for humans to prefer constructing local generalizations to be a gemoetric, computational consequence. That is, if words are viewed, at least to a first-approximation, as linear objects, this linear geometry introduces the notion of locality as small linear distance. In our view, the reason that a human is more likely to construct a generalization that conditions $x_{i}$ on $x_{i-1}$ than on $x_{i-2}$ in a sequence $\ldots, x_{i-2}, x_{i-1}, x_{i}$ (see $\S 5.1 .1$ ) is that a search outward from $x_{i}$ encounters $x_{i-1}$ before it encounters $x_{i-2}$. PLP is an attempt to state this in explicit computational terms. An immediate consequence of this hypothesis is that if $x_{i-1}$ is sufficient to account for whatever the uncertainty in $x_{i}$ is (e.g., what its surface form is), then $x_{i-2}$ will never be considered, even if there is some statistical dependency between the two. We believe this prediction is consistent with the experimental results from sequence learning, which we discuss in § 1.1, where participants would track adjacent dependencies even when non-adjacent dependencies were more statistically informative (Gómez and Maye, 2005) and would construct local generalizations over less local ones when the exposure data underdetermined the two (i.e. the poverty-of-stimulus paradigms of Finley 2011, McMullin and Hansson 2019). We further confirm this in chapter § 6. We note that words may not be exactly linear-segment articulations have gestural overlap, syllables are often viewed as hierarchical structures, and representations like autosegmental tiers may be present. However, we think treating words as linear sequences is a good first approximation. Work on tier-locality also recognizes that string-locality is a special case of tier locality in which all segments are present on the tier (e.g. Hayes and Wilson 2008; Heinz et al. 2011; McMullin 2016).

An alternative view could be that locality is distributional: a learner may track the dependency between $x_{i}$ and both $x_{i-1}$ and $x_{i-2}$, and may find that $x_{i-1}$ is more statistically robust as a generalization, preferring it for that reason. However, this view is inconsistent with the findings that when statistical robustness is controlled (Finley, 2011; McMullin and Hansson, 2019) and even when it favors the less-local dependency (Gómez and Maye, 2005) humans systematically generalize locally. The distributional approach could be combined with a stipulated bias (prior) favoring local dependencies, but this would simply describe the phenomena, not explain it.

### 5.5.1 Future Directions

Research on phonological representations recognizes that strict locality arises not only over string representations, but also over representations like tiers and metrical grids (Goldsmith, 1976; Heinz et al., 2011; Hayes and Wilson, 2008; McMullin, 2016). PLP could be applied over these representations to find, e.g. tier-strictly local generalizations. In chapter § 3, we provided a unified model of local and non-local learning which captures precisely this idea. We discuss how these pieces may
fit together in § 7.3.1.

## CHAPTER 6

## Experimental Evaluation

The models in § 3 and § 5 track dependencies adjacent to an alternating segment first, and only expand the search outward (§5) or change representations (§3) when necessary. This procedure predicts that if adjacent dependencies are sufficient to predict an alternation, the learner will not discover possible dependencies at longer distances, even if they are as statistically robust. In this chapter, we design and perform an artificial language experiment to test precisely this prediction. The artificial language exhibits an alternation in the formation of plural nouns via the suffixation of one of two phonologically-conditioned suffixes to a noun stem. The exposure data presented to participants underdetermines the generalization underlying plural formation, such that both the final segment and the penultimate segment of the stem equally predict the form of the plural suffix. The test data evaluates which generalization learners construct. Our models' predictions are borne out, as participants show evidence of generalizing based on the stem-final segment, even though the penultimate segment provided equally statistically-robust information. We discuss further implications of the results, including how they relate to proposals that learners generalize as conservatively as possible, how human generalization differs from the behavior of transformer and n-gram language models, and how our algorithmic approach to phonology complements formal-language-theoretic characterizations of phonology.

### 6.1 Introduction

If we consider again a local alternation like the English plural, repeated in (135), it is possible that learners track dependencies between every stem segment and the plural suffix, and then learn to attend specifically to the stem-final segment because of its comparative statistical robustness at predicting the suffix's realization.
(135) [dagz]
[kæts]
[horsəz]

Our models in § 3 and § 5 track adjacent dependencies first, and thus predict that this is not the case. In this chapter, we develop an artificial language experiment that creates a scenario allowing these alternatives to be decisively evaluated. Consider the schema of an alternation where $a$ becomes $b$ when preceded by $c$, but where $c$ is always preceded by a $d .{ }^{1}$. Descriptively, in rule notation, this could be characterized equally well as any of the rules in (136), where [*] stands for any segment.
a. $a \rightarrow b / c_{-}$
b. $a \rightarrow b / d c$ $\qquad$
c. $a \rightarrow b / d[*]$

The iterative nature of PLP and D2L, which both start by tracking adjacent dependencies, will form rule (136a), because that is sufficient to account for the pattern in the exposure data. We will call this generalization Local.

Many linguists, in phonology (e.g., Albright and Hayes 2003; Hale and Reiss 2008) and syntax (e.g., Berwick 1985), have argued that learners generalize as conservatively as possible, often because of a theoretical learning problem called the Subset Principle, which arises when learning from positive data only. Generalizing as conservatively as possible leads to rule (136b), which avoids generalizing to novel instances where $c$ is not preceded by a $d$.

The generalization (136c) would be a surprising result of this scenario, but it could correspond to a scenario where a learner constructs a tier that includes the segments in $d$ and in $b$ while excluding those in $c$. We will thus call this generalization Tier.

If the learner proceeds in the fashion we suggested at the beginning of this section-tracking all dependencies and homing in on the most statistically robust, then this suggests that there should be no preference among the generalizations, because they are all equally robust. We will call this hypothesis StatRobust.

For novel words in which $a$ is preceded by $c$, but $c$ is not preceded by $d$-e.g. $x c a$ for some $x \neq$ $d$-Local makes a prediction distinct from the other three generalization strategies, as summarized in (137).
(137) Local: $x c a \rightarrow x c b, * x c a$

Conservative: $x c a \rightarrow x c a, * x c b$
Tier: $x c a \rightarrow x c a$, *xcb
StatRobust: No preference between $x c a$ and $x c b$
This chapter presents an experimental study to test precisely this prediction, thus serving as an evaluation of these alternative generalization strategies, and an attempt to falsify our models'

[^44]prediction. Because the training data underdetermines the generalization, the experiment will use the 'poverty of stimulus' artificial language paradigm to evaluate the alternative predictions. This paradigm has been used extensively for evaluating what generalizations learners form when multiple are consistent with exposure data (Finley, 2011, 2015, 2017; McMullin and Hansson, 2019).

In § 6.2, we provide details of how the experiment was conducted, including a description of the artificial language matching the (136) schema (§ 6.2.1). In § 6.3 we present the results. We then compare PLP from chapter $\S 5$, along with n-gram and transformer language models, to the human behavior. We conclude in $\S 6.5$ with a discussion of the results, and their implications.

### 6.2 Methodology

### 6.2.1 The Artificial Language

The artificial language used in the study forms plurals by adding a suffix ${ }^{2}$, which alternates between $[-\mathrm{f}]$ and $[-f]$. In the training data, exemplified in (138), [-f] surfaces as the PL affix whenever the stem (singular) ends in a voiced consonant and a back vowel (138a); [- $\left.\int\right]$ surfaces whenever the stem ends in a voiceless consonant and a front vowel (138b).
a. [bibu] ~ [bibuf]
[botbo] ~ [botbof]
b. [poti] ~ [potif]

$$
\text { [dubt } \varepsilon] \sim[\text { dubt } f]
$$

This matches the schema of (136). The Local generalization strategy, predicted by PLP and D2L, will determine the form of the affix in terms of the final vowel because that is the closest element to the alternating affix. In contrast, the Conservative generalization strategy will take the intersection of the shared environments, and determine the form of the affix in terms of both the final segment (vowel) and the penultimate segment (consonant). The Tier generalization strategy will determine the form of the affix in terms of the penultimate consonant of the stem, effectively creating a consonant tier to skip over the final vowel. The StatRobust strategy will determine the form of the suffix based on any of these equally-statistically-robust characteristics of the stem.

To make this more concrete, we will suppose that $/-\int /$ is interpreted as the default (elsewhere) suffix by the learners. This is plausible, since [ []] tends to have higher amplitude and longer duration than [f] (Behrens and Blumstein, 1988) and is closer to the English-plural [-s]. We assume this for ease of exposition, but consider alternatives in our analysis (§ 6.3).

[^45]Thus, the Local generalization is shown in rule-notation in (139a), along with the Conservative generalization in (139a) and the TIER generalization in (139c).
a. Local
$/ \int / \rightarrow[f] /[+$ vowel,+back] _
Elsewhere [J]
b. Conservative
$/ \int / \rightarrow[f] /[+c o n s,+v o i][+$ vowel,+back] __
Elsewhere [J]
c. TiER
$/ \mathrm{S} / \rightarrow[\mathrm{f}] /$ [+cons,+voi][*] _
Elsewhere [J]
All generalizations are consistent with the training data. However, the Local generalization make different predictions about participant behavior on a novel test items where a back vowel is preceded by a voiceless consonant ([+cons,-voi]) instead of a voiced consonant ([+cons,+voi]). The Local generalization predicts that [-f] will be the surface form of the pl suffix when the final vowel is back, even if the penultimate consonant is voiceless (140a). In contrast, the Conservative generalization will not apply to such test items, and thus predicts that default (elsewhere) $\left[-\int\right]$ will be the Pl suffix (140b). Similarly, because the Tier generalization tracks the dependency between the penultimate consonant and the suffix, it too predicts that these items, which do not match its structural description, will take the default $\left[-\int\right]$ form (140c).
a. Local
/dupu- $/$ / $\rightarrow$ [dupuf]
/podpu- $/$ / $\rightarrow$ [podpuf]
b. Conservative
/dupu- $\int / \rightarrow$ [dupuf]
/podpu- $/$ / $\rightarrow$ [podpuf]
c. Tier
/dupu- $\int / \rightarrow$ [dupuf]
/podpu- $/$ / $\rightarrow$ [podpuf]
The choice of $[-\mathrm{f}] /\left[-\int\right]$ was chosen because it is phonetically unmotivated: there is no clear reason for these two segments to alternate, and there is no clear relationship between the alternation and the segments in the environment that determine the alternation. We chose an unmotivated alternation so that if learners indeed go with the Local generalization, it will likely be because of the locality of the generalization, not the fact that dependencies between adjacent segments are phonetically

Table 6.1: Segment Inventory

| Natural Class | Description | Extension |
| :---: | :---: | :---: |
| C | consonants | $\{\mathrm{t}, \mathrm{d}, \mathrm{p}, \mathrm{b}\}$ |
| [+cons,+voi] | voiced consonants | $\{\mathrm{d}, \mathrm{b}\}$ |
| [+cons,-voi] | voiceless consonants | $\{\mathrm{t}, \mathrm{p}\}$ |
| V | vowels | $\{\mathrm{i}, \varepsilon, \mathrm{u}, \rho\}$ |
| [+vowel,+back] | back vowels | $\{\mathrm{u}, \supset\}$ |
| [+vowel,-back] | front vowels | $\{\mathrm{i}, \varepsilon\}$ |

Table 6.2: Training Data

| Stem | Suffix | Number | Example |
| :--- | :---: | :---: | :---: |
| CV.[+cons,+voi][+vowel,+back] | $[-\mathrm{f}]$ | 25 | (bibu, bibuf) |
| CVC.[+cons,+voi][+vowel,+back] | $[-\mathrm{f}]$ | 25 | (bətbo, botbof) |
| CV.[+cons,-voi][+vowel,-back] | $\left[-\int\right]$ | 25 | (poti, potif) |
| CVC.[+cons,-voi][+vowel,-back] | $\left[-\int\right]$ | 25 | (dubte, dubtef) |

motivated. This choice also allows for further validation of the the results of other experiments by Seidl and Buckley (2005) and Beguš (2018), which demonstrate that humans can learn phonological processes lacking phonetic motivation.

### 6.2.2 Participants

Participants were recruited on Prolific and compensated at a rate of $\$ 16$ per hour. The participants were adults ages 18-50 who were L1 speakers of English. They were required to use a desktop equipped with audio during the task.

### 6.2.3 Stimuli

Stimuli were formed from the segment inventory described in Tab. 6.1. The training stems, summarized in Tab. 6.2, either end in a voiced consonant and a back vowel or a voiceless consonant and a front vowel. The former take a [-f] PL affix and the later a [-f] PL affix. Consequently, the training data is consistent with any of the generalization strategies described in the preceding sections.

The training data consists of 100 <stem, stem+PL > pairs; 50 of the stems end in [+cons,+voi][+vowel,+back] and 50 end in [+cons,--voi][+vowel,-back]. To further increase the variety of forms, each of these groups has 25 stems that start with a CV syllable and 25 that start with a CVC syllable.

Table 6.3: Test Data

|  | Stem | Choices | Num | Example |
| :---: | :---: | :---: | :---: | :---: |
| Novel | CV.[+cons,-voi][+vowel,+back] | [-f]/ [-f] | 10 | (dupu, dupuf/dupuf) |
|  | CVC.[+cons,-voi][+vowel,+back] | $[-f] /[-5]$ | 10 | (podpu, podpuf/podpuf) |
|  | CV.[+cons,+voi][+vowel,-back] | $[-f] /[-5]$ | 10 | (tidi, tidif/tidij) |
|  | CVC.[+cons,+voi][+vowel,-back] | $[-f] /[-5]$ | 10 | (pepde, pepdef/pepdef) |
| Train-Like | CV.[+cons,+voi][+vowel,+back] | $[-f] /[-5]$ | 3 | (pebo, pebof/pcbof) |
|  | CVC.[+cons,+voi][+vowel,+back] | $[-f] /[-5]$ | 3 | (ditbu, ditbuf/ditbuf) |
|  | CV.[+cons,-voi][+vowel,-back] | $[-f] /[-5]$ | 3 | (pute, putef/putef) |
|  | CVC.[+cons,-voi][+vowel,-back] | $[-f] /[-f]$ | 3 | (tepti, teptif/teptij) |

The test data-described in Tab. 6.3-consists of 52 stems, each with two possible pl forms ending in $[-\mathrm{f}] /\left[-\int\right]$. Of these, 40 are novel items where-unlike the training data-back vowels are proceeded by voiceless consonants and front vowels by voiced consonants. For these forms, Local makes predictions that differ from those of the other possible generalizations, as described in § 6.3. Of these, 20 end in [+cons,-voi][+vowel,+back] and 20 in [+cons,+voi][+vowel,-back]; within each group of 20,10 start with a CV syllable and 10 with a CVC syllable. The remaining 12 items are 3 forms from each of the four categories of training instances. These forms have the same structure as training items, but are new words, thus requiring generalization.

To avoid English words entering the data, words where the stem or either of its possible affixed forms existed in the CMU (2014) pronunciation dictionary were not allowed. The full training and test materials are listed in Tables C.1-C. 2 in the appendix. The stimuli were recorded in the sound lab at the University of Michigan Linguistics Department.

Each word was paired with an image of a common object-one item for singular nouns, and three of the same item for corresponding plural nouns. Following Baer-Henney and van de Vijver (2012), the images were created from the color versions of the Snodgrass and Vanderwart (1980) collection created by Rossion and Pourtois (2004) and available through the University of Lorraine. The images were pre-filtered to remove images where the singular item could be ambiguous as to its number (e.g., a singular hand could be misconstrued as multiple fingers). An example is shown in Fig. 6.1, where the plural word [pidpif] contains three of the items (alligators) in the singular [pidpi] image. The images were paired with the words at random.

### 6.2.4 Experimental Design

Below we discuss the experiment design, which includes a training phase followed by a testing phase.


Figure 6.1: Example images for stimuli.

### 6.2.4.1 Training Phase

The first phase involved presenting nouns to participants. Participants in the experimental group were presented the 100 training nouns summarized in Tab. 6.2. Each singular noun was followed by its plural form, separated by a 500 ms pause. Each noun was accompanied by the picture capturing the word's meaning, which switched from the singular image to the plural image at the onset of the plural stimulus.

Participants in the control group were presented the same singular nouns (including images) as the experimental group, but no plural forms. The training data were presented to each participant in a random order, reshuffled for each participant.

The training phase was self-paced, with participants pressing the spacebar between each noun (singular-plural pair for the experimental group, or singular noun for the control group) to continue.

### 6.2.4.2 Testing Phase

After training, both the experimental and control groups were tested on the same test items-those summarized in 6.3 -in a sequence of two-alternative forced choice (2AFC) tests. Each singular noun was followed by two options for the PL form, one ending in $[-f]$ and the other ending in $[-f]$. The first option followed the singular after a 500 ms pause, and a second 500 ms pause separated the second option from the first. The order in which the $[-\mathrm{f}]$ and $\left[-\int\right]$ choices were presented was randomized. After the presentation of the second choice, the participants had to select which choice they thought was the plural form of the noun in the language they had just learned. Their choice was entered by pressing ' $a$ ' on their keyboard for the first choice or ' $b$ ' for the second choice. After the participant made their selection, a 500 ms pause preceded beginning of the next trial.

The train-like test items, which are of the same form as the training items, test whether partic-
ipants generalized from the training data. The novel test items test which generalization strategy participants used.

### 6.2.5 Hypotheses

Local, Conservative, Tier, and StatRobust make distinct predictions about how learners will generalize from the training data to the test data. Here we outline the pattern in participant responses predicted by each of these hypotheses. The pattern of responses depends on whether participants treat one of the affixes as the default and, if so, which one. We describe three possible scenarios in (6.2.5.1)-(6.2.5.3), and the predicted affix form for test items is summarized in Tab. 6.4 for each hypothesis and scenario.

### 6.2.5.1 Scenario 1: / $-\int /$ treated as default (underlying) affix

The generalizations predicted by the Local, Conservative, and Tier hypotheses for this scenario were described in (139), as repeated in (141). The StatRobust predicts that learners will show no preference for any of these over the others.
a. Local
$/ \mathrm{f} / \rightarrow[\mathrm{f}] /[+$ vowel,+back]
Elsewhere [J]
b. Conservative
$/ \int / \rightarrow[\mathrm{f}] /[+$ cons,+voi][+vowel,+back]
Elsewhere [5]
c. Tier
$/ \mathrm{f} / \rightarrow[\mathrm{f}] /[+$ cons,+voi][*] _
Elsewhere [5]
Novel [+cons,+voi][+vowel,-back]-final test items fall under the elsewhere condition of both Local and Conservative, so both of these hypotheses predict the default [- $\left.\int\right]$ form for such trials. These test items match the structural description of Tier, which predicts the [-f] form for these items. On the other hand, novel [+cons,-voi][+vowel,+back]-final test items fall under the rule for Local but the elsewhere condition for both Conservative and Tier. Thus, Conservative and Tier predict that these items will take default [-f], while Local predicts that the default /- $\int /$ will be realized as [-f] for such items. StatRobust predicts no consistent preference for either type of novel test item.

### 6.2.5.2 Scenario 2: /-f/ treated as default (underlying) affix

This scenario is symmetrical with the last, with the role of $[-f]$ and $\left[-\int\right]$ reversed, as shown in (142).
a. Local
/f/ $\rightarrow$ [J] / [+vowel,+back] _
Elsewhere [f]
b. Conservative
/f/ $\rightarrow[\mathrm{J}] /[+$ cons,+voi][+vowel,+back] $\qquad$
Elsewhere [f]
c. TIER
$/ f \rightarrow\left[\int\right] /[+$ cons,+voi][*] _
Elsewhere [f]
Both Local and Conservative predict [-f] for novel [+cons,+voi][+vowel,-back]-final test items, which fall under their elsewhere conditions, while Tier predicts $\left[-\int\right]$ for these items. For novel, [+cons,-voi][+vowel,+back]-final test items, Conservative predicts that these forms will take default [-f], while Conservative and Tier predict that they will take [-f]. Again, StatRobust predicts no consistent preference for either.

### 6.2.5.3 Scenario 3: Neither affix treated as default

If neither form is treated as the default, then the learners would be learning the conditioning of each affix as separate generalizations, as shown in (143).
(143) a. Local

$$
\begin{aligned}
& {[-\mathrm{f}] /[+ \text { vowel,+back] }} \\
& {[-\mathrm{f}] /[+ \text { vowel, -back] }}
\end{aligned}
$$

b. Conservative

$$
\begin{aligned}
& {[-\mathrm{f}] /[+ \text { cons,+voi][+vowel,+back] _ }} \\
& {[-\mathrm{f}] /[+ \text { cons,-voi }][+ \text { vowel,--back] }}
\end{aligned}
$$

c. Tier

$$
\begin{aligned}
& {[-\mathrm{f}] /[+\mathrm{cons},+\mathrm{voi}]\left[{ }^{*}\right]} \\
& {[-\mathrm{f}] /[+ \text { cons,-voi }]\left[{ }^{*}\right]}
\end{aligned}
$$

Novel, [+cons,-voi][+vowel,+back]-final test items fall under the first generalization of Local but the second of TiER, while [+cons,+voi][+vowel,--back]-final test items fall under the second generalization of Local and the first of Tier. Neither of the Conservative generalizations apply to either type of novel test item, since the voicing of the consonants preceding back/front vowels is

Table 6.4: The affix predicted by Local and Conservative for Experimental Group participants when presented with Novel Test instances. Cells with '??' denote a prediction that the Experimental Group should show no preference for one affix over the other.

| Default | Generalization | Novel Test Item Ending |  |
| :---: | :---: | :---: | :---: |
|  |  | [+cons,-voi][+vowel,+back] | [+cons,+voi][+vowel,-back] |
| /-j/ | Local | [-f] | [-S] |
|  | Conservative | [-f] | [-f] |
|  | Tier | [-S] | [-f] |
|  | StatRobust | ?? | ?? |
| /-f/ | Local | [-f] | [-S] |
|  | Conservative | [-f] | [-f] |
|  | Tier | [-S] | [-f] |
|  | StatRobust | ?? | ?? |
| None | Local | [-f] | [-S] |
|  | Conservative | ?? | ?? |
|  | Tier | [-S] | [-f] |
|  | StatRobust | ?? | ?? |

flipped from that in the training data. In such a scenario, then, participants would have to resort to guessing the plural form of the novel items. Thus, both Conservative and StatRobust predict no consistent preference for either type of novel test item.

### 6.2.5.4 Summary

The affixes that each hypothesis predicts the Experimental Group will choose for Novel Test items is summarized in Tab. 6.4. Across all scenarios, Local always predicts that Experimental Group participants will generalize to the Novel Test items based on the affix-adjacent vowel, while Tier predicts that they will generalize based on the penultimate consonant of the stem, and Conservative predicts that they will apply the default affix (if there is one) to Novel Test items, or show no systematic preference for one affix over the other if participants learn no default affix. Since any of these generalizations are consistent with the training data, if learners track the most statistically-robust dependencies, as captured by the StatRobust hypothesis, we would expect the participants to show no preference for either form. Critically, Local's predictions-which are PLP and D2L's-are distinct from all other generalization strategies, regardless of which of the three possible scenarios (§ 6.2.5.1-6.2.5.3) we are in.

Aligning these predictions with our analysis of responses requires identifying which scenario manifested; evaluating the predictions statistically requires knowing, for reference, whether the
control group systematically preferred one affix or neither.
To evaluate the hypotheses, our analysis thus follows three steps. First, we identify whether the experimental group and control group treated either affix as default and, if so, which. Second, we confirm that training is effective for the experimental group, allowing them to construct a generalization consistent with the training data. These prerequisite steps established which of the above three scenarios we are in, and what the baseline behavior of the control group is. When this information is in hand, we will re-state each of the hypotheses in explicit terms, and evaluate which is supported by the results.

### 6.3 Evaluation

We first evaluate whether participants learned a generalization from the training data, and whether learners treated either suffix as the default (§ 6.3.1). We then evaluate whether the results support the Local hypothesis (§ 6.3.2).

We gathered responses from 60 participants who were randomly assigned to either the control or experimental group. We ended up with 27 participants in the experimental group and 33 in the control group. The average age of participants was 31.5 years old; 34 participants reported Male sex, and 26 reported Female. Two of the participants who listed Male as their sex reported identifying as non-binary gender.

### 6.3.1 Effective Learning and Default Affix

In Fig. 6.2, we plot the distribution of participants' accuracies at choosing the training-like test form consistent with the training data. That is, the fraction of training-like test items that the participant chose the [-f] form if the stem ended in [+cons,+voi][+vowel,+back] or the [-f] form if the stem ended in [+cons,--voi][+vowel,-back]. Most experimental-group participants achieve over 0.5 accuracy, with many achieving 1.0 accuracy. In contrast, control-group performance appears centered around chance performance, as would be expected by random guessing or systematically choosing based on a chosen default (e.g., [-f]). This strongly suggests that the training phase effectively leads many experimental-group participants to construct a generalization consistent with the training data.

We show, in Fig. 6.3, the distribution of which form ( $\left[-\int\right]$ or $[-\mathrm{f}]$ ) was chosen in the 2 AFC tests. The control group, who received no information about plural formation during the training phase, systematically preferred the [-f] form, as can be seen in Fig. 6.3a and its complement Fig. 6.3b. The experimental group also appears to have some preference for the $\left[-\int\right]$ form, but this effect is much smaller than the control group. These distributions suggest that participants in both groups treat $[-f]$


Figure 6.2: Accuracy on Train-Like Test Items.


Figure 6.3: The distributions of which affix form was chosen.

Table 6.5: Fixed-effects component of the mixed model fit to the responses to train-like test items.

|  | Estimate | Std. Err | $\operatorname{Pr}(>\|z\|)$ |
| :--- | ---: | ---: | :---: |
| Intercept | 0.05215 | 0.14801 | 0.72500 |
| Exp | 1.32369 | 0.23568 | $<0.00001^{* * *}$ |
| [+cons,+voi][+vowel,+back] | -0.97765 | 0.11588 | $<0.00001^{* * *}$ |
| Exp $\times$ [+cons,+voi][+vowel,+back] | 0.70843 | 0.18065 | $0.00009^{* * *}$ |

as the default, and, since the preference for $\left[-\int\right]$ is much smaller in the experimental group, support the conclusion that the training stage is effective.

Participants treating [- $\left.\int\right]$ as the default also makes sense given that $\left[\int\right]$ tends to have higher amplitude and longer duration than [f] (Behrens and Blumstein, 1988), which could increase its saliency, and, as a sibilant, $\left[-\int\right]$ is closer to the English plural $[-\mathrm{s}]$.

To analyze this results statistically, we used the glmer function of the lme4 package (Bates et al., 2014) in R to fit a mixed-effects logistic regression model to the responses for train-like test items. The categorical, response variable was whether, on a particular 2AFC trial, the participant chose the plural form consistent with the training data ( $[-f]$ when the stems ends in [+cons,--voi][+vowel,-back] and [-f] when it ends in [+cons,+voi][+vowel,+back]). The fixedeffects variables are whether the participant is in the experimental or control group (Group), whether the test stem ends in [+cons,+voi][+vowel,+back] or [+cons,-voi][+vowel,-back] (Type), and the interaction between these two variables (Group $\times$ Type). The random effects component contained random by-participant and by-item intercepts.

The reference for Group was control and the reference for Type was [+cons,--voi][+vowel,-back]. We centered the predictor variables using sum coding to ensure the contrasts sum to zero, and the intercept reflects the grand mean.

The estimates, standard errors, and $p$-values for the fixed-effects component of the model are shown in Tab. 6.5. There is a significant effect for the interaction between Group and Type. Moreover, an ANOVA test comparing the model to its subset without the interaction shows that the interaction between Group and Type contributes significantly to the model fit $\left(\chi^{2}(1)=15.10, p=\right.$ 0.00010 ).

Having established a significant effect for the interaction between Group and Type, we performed a pairwise Z-test for the Estimated Marginal Means (EMM) between [+cons,--voi][+vowel,-back] and [+cons,+voi][+vowel,+back] for each Group using the contrast function of the emmeans package in R. We found (Tab. 6.6) a significantly higher rate of choosing the training-consistent form for [+cons,-voi][+vowel,-back] items compared to [+cons,+voi][+vowel,+back] items for both the control group ( $p<0.0001$ ) and experimental groups ( $p=0.0539$ ). Since

Table 6.6: Pairwise Z-tests for the Estimated Marginal Means between [+cons,--voi][+vowel,-back] and [+cons,+voi][+vowel,+back] for each Group.

| Group | Difference | Est. | Std. Err | $p$-value |
| :---: | :---: | :---: | :---: | ---: |
| Control | $[+$ cons,--voi][+vowel,-back] - [+cons,+voi][+vowel,+back] | 1.955 | 0.232 | $<0.0001$ |
| Exp | $[+$ cons,-voi][+vowel,--back] - [+cons,+voi][+vowel,+back] | 0.538 | 0.279 | 0.0539 |

Table 6.7: Pairwise Z-tests for the Estimated Marginal Means between Control and Experimental groups for each Type of train-like test item.

| Type | Difference | Estimate | Std. Err | $p$-value |
| :---: | :---: | :---: | :---: | :---: |
| [+cons,+voi][+vowel,+back] | Control - Exp | -2.032 | 0.289 | $<0.0001$ |
| [+cons,--voi][+vowel,--back] | Control - Exp | -0.615 | 0.305 | 0.0437 |

[+cons,--voi][+vowel,-back] items take [- $\int$ ] in the training data, this indicates a higher rate of overextending $\left[-\int\right]$ than $[-f]$ for both groups. In turn, this suggests that both groups treat $\left[-\int\right]$ as the default, but that the size of this default preference is lower for the experimental group.

We also performed a pairwise Z-test for the EMMs between groups for each Type, and found (Tab. 6.7) that the experimental group chose the training-consistent form significantly more than the control group for both [+cons,+voi][+vowel,+back] ( $p<0.0001$ ) and [+cons,-voi][+vowel,-back] ( $p=0.0437$ ). The larger $p$-value for [+cons,-voi][+vowel,-back] items is likely because of the control group's preference for [-f], which is coincidentally the training-consistent choice for such forms. These results suggest that training is effective, as experimental group participants chose the training-consistent form for training-like test items significantly more than the control group did.

### 6.3.2 Hypothesis Evaluation

Since we established in the prior section that $\left[-\int\right]$ is treated as the default affix by participants, including those in the experimental group, it is appropriate to analyze our hypotheses in Scenario 1 (§ 6.2.5.1), where the predicted generalizations are repeated in (§ 144).
a. Local
$/ \int / \rightarrow[\mathrm{f}] /[+$ vowel,+back] $\qquad$
Elsewhere [J]
b. Conservative
$/ \mathrm{f} / \rightarrow$ [f] / [+cons,+voi][+vowel,+back] $\qquad$
Elsewhere [J]
c. Tier
$/ \int / \rightarrow[f] /[+$ cons,+voi][*] _
Elsewhere [J]
Since the control group also systematically prefers the $[-f]$ suffix, the various hypotheses make the predictions in (145) regarding the responses.
a. Local predicts that experimental group participants will select the $[-\mathrm{f}]$ form for test items ending in [+cons,-voi][+vowel,+back] significantly more than the control group does, and will not select the $\left[-\int\right]$ form for test items ending in [+cons,+voi][+vowel,-back] significantly less than the control group does.
b. Conservative predicts that experimental group participants will not select the [f] form for test items ending in [+cons,-voi][+vowel,+back] significantly less than the control group does and will not select the $\left[-\int\right]$ form for test items ending in [+cons,+voi][+vowel,-back] significantly less than the control group does.
c. TIER predicts that experimental group participants will select the [-f] form for test items ending in [+cons,-voi][+vowel,+back] significantly more than the control group does, and will select the [-f] form for test items ending in [+cons,+voi][+vowel,-back] significantly more than the control group does.
d. StatRobust predicts that none of the previous three hypotheses predictions will be borne out.

The distribution of $\left[-\int\right]$ and $[-f]$ responses to each type of novel test item is shown in Fig. 6.4, where both groups choose the [-f] form at high rates for [+cons,+voi][+vowel,-back] forms (Fig. 6.4a), but the experiment group chooses the [-f] much more than the control group for [+cons,-voi][+vowel,+back] forms (Fig. 6.4b). Visually, these results are consistent with the LoCAL predictions.

To test these predictions statistically, we fit a second mixed-effects logistic regression model to the responses to novel test items-i.e., those that are pertinent to establishing which hypothesis the results support. The model was similar to that in § 6.3.1. The categorical, response variable was whether the participant chose the non-default [-f] form on a particular 2AFC trial. The fixed-effects component again contained the variables Group and Type, as well as their interaction. However, the variable Type had the levels [+cons,+voi][+vowel,-back] and [+cons,-voi][+vowel,+back] instead of [+cons,-voi][+vowel,-back] and [+cons,+voi][+vowel,+back]. The reference level was [+cons,+voi][+vowel,-back]. The random effects component still contained random by-participant and by-item intercepts.

The fixed-effects component is shown in Tab. 6.8. The significant interaction between Group and Type indicates that the two groups respond differently to test items. An ANOVA test comparing

(a) Fraction of responses to (b) Fraction of responses to [+cons,+voi][+vowel,-back] test items where $\left[-\int\right]$ form chosen

Figure 6.4: The distributions of which affix form was chosen for novel test items.

Table 6.8: Fixed-effects component of the mixed model fit to responses to novel test items.

| Coefficient | Estimate | Std. Err | $\operatorname{Pr}(>\|z\|)$ |
| :--- | ---: | ---: | :---: |
| Intercept | -1.49597 | 0.26077 | $<0.00001^{* * *}$ |
| Exp | 1.12214 | 0.37761 | $0.00296^{* *}$ |
| [+cons,-voi][+vowel,+back] | 0.22687 | 0.07582 | $0.00277^{* *}$ |
| Exp $\times$ [+cons,-voi][+vowel,+back] | 0.80069 | 0.10386 | $<0.00001^{* * *}$ |

Table 6.9: Pairwise Z-tests for the Estimated Marginal Means between Control and Experimental groups for [+cons,+voi][+vowel,+back] and [+cons,-voi][+vowel,-back].

| Group | Difference | Estimate | Std. Err | $p$-value |
| :---: | :---: | :---: | :---: | ---: |
| [+cons,-voi][+vowel,+back] | Control - Exp | -1.923 | 0.389 | $<0.0001$ |
| [+cons,+voi][+vowel,--back] | Control - Exp | -0.321 | 0.394 | 0.4151 |

the model to its subset without the interaction between Group and Type shows that the interaction between these variables contributes significantly to the model fit ( $\chi^{2}(1)=59.322, p<0.00001$ ).

Having established a significant effect for the interaction between Group and Type, we performed a pairwise Z-test for the Estimated Marginal Means between groups for each Type using the contrast function of the emmeans package. The results for the novel test types are shown in Tab. 6.9. For [+cons,-voi][+vowel,+back] items, the experimental group chose the [-f] form significantly more than the control group, consistent with the Local hypothesis and contradicting the alternative hypotheses. For [+cons,+voi][+vowel,-back] items, the control group did not choose the $\left[-\int\right]$ significantly more than the control group, which is consistent with the Local hypothesis (as well as the Conservative hypothesis, which was ruled out by the last result).

Since the experimental group participants selected the [-f] choice for test items ending in [+cons,-voi][+vowel,+back] significantly more than the control group did, and did not select the $\left[-\int\right]$ choice for test items ending in [+cons,+voi][+vowel,-back] significantly less than the control group did, these results support the Local hypothesis' predictions. We will consider individual participant's response patterns in the next section, when we compare human behavior to that of different computational models.

### 6.4 Model Comparison

Having established that the results strongly support the Local hypothesis, we next evaluate how well PLP matches human behavior, in comparison to alternative learning models.

### 6.4.1 Setup

In addition to PLP, we compare to a trigram model (an $n$-gram model with $n=3$ ), using Laplace smoothing to assign non-zero probability to words with unseen trigrams. The choice of $n=3$ allows the dependency between the suffix and both the stem-final vowel and the stem-penultimate consonant to fall within the model's view. Thus, the trigram model demonstrates what behavior would result from statistically tracking both dependencies.


Figure 6.5: Model accuracies on Train-Like Test Items, compared to humans.

We also trained a transformer (Vaswani et al., 2017) language model, following the architecture of BERT (Devlin et al., 2019). We tuned hyperparameters (learning rate $\in$ [0.0001, 0.01], number of epochs $\in\{5,6,7, \ldots, 14,15\}$, number of attention heads $\in\{1,2,3,4\}$, and number of hidden layers in $\{1,2,3,4\}$ ) by choosing the combination with the smallest loss on the training-like test items, which the other models do not have access to. This allows the transformer to have access to the entire training dataset for parameter learning, while still allowing us to investigate how the model generalizes to the novel test items, which is the primary question of interest.

We train the models on the same training data as the participants were exposed to. Since human learners appeared to treat $\left[-\int\right]$ as the default, and since PLP learns to map underlying to surface forms, we treated $/-\int /$ as the underlying affix. The trigram and transformer models are phonotactic models, so the underlying affix is irrelevant for them. We ran each model 30 times with different random seeds. However, given the same training data, PLP and the trigram model are deterministic, so the results for those models are equivalent to those from running a single simulation.

### 6.4.2 Results

The models' accuracies are shown in Fig. 6.5. All three models achieve perfect accuracy generalizing from the training data to the train-like test items.

Since all models achieve perfect train-like performance, we chose to compare the models to only
the human learners who exhibited strong evidence of learning a training-consistent generalization. This allows us to isolate the question of whether the models generalize beyond the training data to the novel test items in the same way as humans, while ignoring human learners who failed to learn a generalization (e.g., due to not understanding the task or losing focus during it). We follow McMullin and Hansson (2019) in describing successful learners as those who achieve high enough accuracy generalizing to training-like test items to be confident that such performance is not due to chance. Specifically, we selected learners who chose the training-consistent form for training-like test items at a rate greater than the $99 \%$ confidence level of a one-tailed binomial test. Because there are only 12 train-like items, this threshold amounts to choosing the training-consistent item at least $11 / 12$ times $(p=0.9968)$.

The models' and successful human learners' rates at choosing the $\left[-\int\right]$ form for [+cons,+voi][+vowel,-back] items is shown in Fig. 6.6a, and their rate at choosing the [-f] form for [+cons,-voi][+vowel,+back] items is shown in Fig. 6.6b.

The output of PLP is (146).

$$
\begin{equation*}
/ \int /->[\mathrm{f}] /[+ \text { back }] \tag{146}
\end{equation*}
$$

As a result, it predicts [-f] for [+cons,+voi][+vowel,-back] words, and [-f] for [+cons,-voi][+vowel,+back] words, which end in a [+back] vowel. Like PLP, successful human learners nearly always selected [-f] for [+cons,+voi][+vowel,-back] items and [-f] for [+cons,-voi][+vowel,+back] items. There is one human outlier in Fig. 6.6b, who we discuss below. The symmetry between humans and PLP is of course expected, since the experiment was designed specifically to test the generalization predicted by PLP, and the hypothesis predictions were supported by the experimental results (§ 6.3).

The one human outlier in Fig. 6.6b consistently picked [-f] for [+cons,+voi][+vowel,-back] items (Fig. 6.6a), but then also frequently picks [-f] for [+cons,-voi][+vowel,+back] items, despite achieving high accuracy on the training-like items. However, this participant did only choose the trainingconsistent form 11/12 times. Their one mistake was overextending [-f], and they chose the $\left[-\int\right]$ form for $88 \%$ of all test items. It may be that this participant did not learn a generalization, treated $\left[-\int\right]$ as the default, but got lucky in their performance on train-like test items. Alternatively, this learner may have followed a different generalization strategy than all others, such as Conservative.

The trigram model was able to achieve perfect train-like test accuracy because, for these test items, the trigrams for the training-consistent choice always have higher probability than the training-inconsistent choice. However, neither of the word-final trigrams in the novel test items occur in the training data (by design, as a poverty-of-stimulus paradigm). These trigrams are thus assigned an equal amount of non-zero probability via Laplace smoothing. When both 2AFC test items received the same score from the tirgram model (which is always the case for novel test items),
we treated the $\left[-\int\right]$ form as the choice, since participants treated it as a default. This is, by chance, the same choice as experimental participants for [+cons,+voi][+vowel,-back] items (Fig. 6.6a), but the wrong choice for [+cons,-voi][+vowel,+back] items (Fig. 6.6b).

The transformer model behaves very strangely. The fraction of $\left[-\int\right]$ choices for [+cons,+voi][+vowel,-back] items and [-f] choices for [+cons,-voi][+vowel,+back] items varies widely across the entire range $[0,1]$ for both, though a majority of model simulations seem to cluster around 1.0 or 0.5 . We investigated the choices of each simulation, and found two dominant generalization strategies by the model. On some simulations, the model seems to generalize as humans do, choosing [-f] consistently for [+cons,+voi][+vowel,-back] items and [-f] consistently for [+cons,-voi][+vowel,+back] items. For 16 of the 30 simulations, this correctly predicted the model's choice at a rate greater than the $99 \%$ confidence interval of a one-tailed binomial test. However, for another large set of simulations, the model seems to consistently generalize based on the fourth segment in the stem. Thus, for CV.CV items, the model chooses [-f] when the final vowel (fourth segment) is [+back] and [-f] when it is [-back], while for CVC.CV items, the model chooses $[-f]$ when the penultimate consonant is [+voi] and [-f] when it is [-voi]. Using the same $99 \%$ confidence interval criteria, this appears to be the generalization strategy of 10 of the 30 simulations. Of the remaining 4 simulations, two appears to generalize based on the penultimate consonant, one consistently selects [-f], and one consistently selects [-f] for CV.CV items, but generalized based on the penultimate consonant for CVC.CV items.

Humans showed no evidence of generalizing in most of the peculiar ways that the transformer language model does. Deep neural networks are known to not generalize well outside of the training distribution. In this case, the novel test items do not follow the training distribution, by design. It is precisely this fact that allows the test items to reveal information about how learners generalize. The fact that many simulations of the transformer model generalize in seemingly peculiar ways (e.g., using the fourth segment of the stem) may make some sense through the lens of the spline theory of deep neural networks proposed by Balestriero and Baraniuk (2018, 2020). In this theory, "a [deep network] constructs a set of signal-dependent, class-specific templates against which the signal is compared via a simple inner product." It may be that different initializations of the network lead to different templates for the $[-f]$ and $[-f]$ classes, and the generalization behavior of each simulation is the result of these templates.

To quantify the quality of fit between the models' generalization behaviors and that of humans, we computed the average rate of choosing [-f] for [+cons,-voi][+vowel,+back] items and that of choosing $\left[-\int\right]$ for [+cons,+voi][+vowel,-back] items, for each model and for humans. We report the absolute difference between each model's average and humans' average in Tab. 6.10. PLP provides the closest fit.


Figure 6.6: The distributions of which affix form was chosen for novel test items.

Table 6.10: The difference between humans' choices and models' choices. The first two columns show the absolute difference in average rate of choosing the [-f] form for [+cons,-voi][+vowel,+back] items and the absolute difference in average rate of choosing the [J] form for [+cons,+voi][+vowel,-back] items. The third column summarizes these for each model by averaging the first two columns.

| Model | [+cons,-voi][+vowel,+back] | [+cons,+voi][+vowel,-back] | Average |
| :--- | :---: | :---: | :---: |
| PLP | $\mathbf{0 . 1 1 3 6}$ | $\mathbf{0 . 0 1 3 6}$ | $\mathbf{0 . 0 6 3 6}$ |
| Trigram | 0.8864 | $\mathbf{0 . 0 1 3 6}$ | 0.4500 |
| Transformer | 0.1680 | 0.2514 | 0.2097 |

### 6.5 Disucssion

The results in § 6.3.1 demonstrated that participants in both the control and experimental groups treated $\left[-\int\right]$ as the default affix, and that participants in the experimental group constructed a generalization from the training data that allowed them to accurately predict the plural form of train-like test singulars. This conforms to the interpretation that the experimental-group participants constructed one of the generalization described in rule-notation in (139) and repeated in (147), which treat $\left[-\int\right]$ as the default.
a. Local
$/ \int / \rightarrow$ [f] / [+vowel,+back] _
Elsewhere [J]
b. Conservative
$/ \int / \rightarrow[\mathrm{f}] /[+$ cons,+voi][+vowel,+back] $\qquad$
Elsewhere [J]
c. Tier
$/ \int / \rightarrow[\mathrm{f}] /[+$ cons,+voi][*]
Elsewhere [J]
The results in § 6.3.2 strongly support the Local generalization strategy, as participants in the experimental group systematically chose the [-f] form for novel test singulars that ended in back vowels but voiceless consonants (i.e., [+cons,-voi][+vowel,+back]-final stems). The Local generalization (147a) predicts precisely this behavior, while the Conservative and Tier generalizations (147b) predict that learners would choose the default [- $\left.\int\right]$ for such items, which fall under the Elsewhere conditions of (147b)-(147c).

Since the alternation expressed in this artificial language was arbitrary and lacked phonetic motivation, these results also corroborate other experiments that have demonstrated humans can learn arbitrary phonological rules (Seidl and Buckley, 2005; Beguš, 2018).

It was neither obvious nor surprising that participants would treat $[-f]$ as the default affix. We chose this suffix because of the saliency of fricatives in word-final position (e.g., compared to stops or nasals) and the fact that the allomorphs had to agree in voicing in order to ensure that the voicing of the penultimate consonant did not interact with the alternating affix. Since neither [-f] nor [-f] is an English affix, there was a chance that participants did not treat either as the default. However, the results strongly suggested that $\left[-\int\right]$ was treated as the default. This is not surprising, given the higher saliency of [ [] compared to [ f ] (Behrens and Blumstein, 1988) and the similarity between $[-f]$ and the English plural [-s]. Future work could confirm that the Local hypothesis holds up when one suffix is not treated as the default. This could potentially be accomplished by using liquids [-1]
and [-r], which are still clearly differentiated but do not bear a resemblance to the English plural affix.

### 6.5.1 Algorithms and Formal Language Theory

Formal-language-theoretic approaches to phonology are often interested in characterizing the amount of computational expressivity needed to cover all typologically-attested phonological generalizations, while simultaneously being maximally-restrictive (Heinz, 2018, sec. 4). One primary motivation for doing so is to restrict the hypothesis space of a phonological learner, thereby making learning easier. At present, many working in this domain believe that phonology is likely subregular, meaning that the most restrictive class of the Chomsky (1956) hierarchy, which is sufficiently expressive (Johnson, 1972; Kaplan and Kay, 1994), is also overly expressive. This hypothesis is called the subregular hypothesis.

A consensus has not been reached on how restrictive phonological theories can be before being too restrictive, but some classes of generalizations appear to certainly be necessary. One is the class of $k$-input-strictly-local ( $k$ ISL) (Chandlee, 2014) string-to-string functions, which capture input-output mappings where the output for each input segment can be determined by referencing a fixed-size window of length $k$ around the input segment. 2ISL processes characterize the wide range of processes involving adjacent dependencies, and 3ISL processes include phenomena like intervocalic voicing and English flapping (Chandlee, 2014, sec. 6.3.1.2). The rules constructed by PLP can be interpreted as ISL (§ B.1). A second class is the class of $k$-output-tier-strictlylocal ( $k$ OTSL) string-to-string functions, which cover a large number of long-distance phonological processes (Burness and McMullin, 2019; Burness et al., 2021); the rules constructed by D2L can be interpreted as OTSL (§ A.1.2).

The rules in (139), which describe possible generalizations consistent with the training data, are repeated once more in (148).
a. Local
/ $/ \mathrm{I} \rightarrow$ [f] / [+vowel,+back] $\qquad$
Elsewhere [J]
b. Conservative
$/ / / \rightarrow$ [f] / [+cons,+voi][+vowel,+back] $\qquad$
Elsewhere [J]
c. Tier
$/ \int / \rightarrow[\mathrm{f}] /[+$ cons,+voi][*] _
Elsewhere [J]

The first two rules (148a)-(148b) are 2ISL and 3ISL, respectively. In the first, the surface realization of $/-\int /$ is determined by a sequence of fixed length 2 , containing $/-\int /$ and the final vowel of the stem; in the second, it is determined by a sequence of length 3 , which also includes the stempenultimate consonant. Since [ []] and [f] are consonants, the third rule (148c) is 2ISL on a [+cons] tier. In other words, it is tier-strictly-local (2TSL).

In summary, since all three generalizations fall within classes of string-to-string functions that appear to be lower-bounds for the expressivity of phonology, their formal-language-theoretic characterizations predict them all as possible rules. In contrast, the algorithmic characterization of PLP and D2L allows them to make a precise prediction about what generalization will be constructed in this learning scenario. This is an example of how our algorithmic approach to phonology provides predictions regarding human generalization that complement formal-language-theoretic characterizations of phonological generalizations.

### 6.5.2 Future Directions

The artificial language alternation constructed for this study intentionally lacked phonetic motivation because we wished to control for the possibility that adjacent interactions (e.g., voicing assimilation) may be more phonetically-motivated than non-adjacent interactions. A more challenging test of the Local hypothesis would be a condition where the adjacent dependency lacks phonetic motivation, while the non-adjacent dependency has clear phonetic motivation. For example, an artificial language could be constructed in which bounded sibilant harmony leads a sibilant suffix to alternate between $[-\mathrm{s}]$ and $\left[-\int\right]$ to match the anteriority of the final sibilant in SV-final stems. This non-adjacent dependency has the phonetic motivation common to sibilant harmony. If the backness of the stem-final vowel also fully predicts the sibilant (e.g., back-vowel-final stems take [-s] and front-vowel-final stems take [- $\left.\int\right]$ ), then the adjacent dependency lacks the clear phonetic motivation that the non-adjacent dependency enjoys. If learners still generalize consistently with the Local hypothesis, this constitutes even stronger evidence in favor of the hypothesis.

## CHAPTER 7

## Conclusion and Discussion

### 7.1 Main Results and Contributions

In this dissertation, we have built an algorithmic, learning-based approach to phonology. In comparison to prior work on phonological learning, we have placed emphasis on the learning algorithm, which we have built bottom up by identifying already-established psychological mechanisms. The emphasis on the process of learning instead of a supposed end-state has led to a number of results and contributions to the study of phonology. We believe these insights improve our understanding of the processes by which humans construct phonological systems, and suggest how rich and effective generalizations can be built from limited input. These results, which consistently out-perform neural network models on small amounts of data, suggest a line of research, beyond ever-larger language models, toward high-quality language technology for speakers of all the world's languages. We now review the main results and contributions.

### 7.1.1 Adjacency First

In § 2.4, we identified humans as having a sensitivity to adjacent dependencies, and that sensitivity to non-adjacent dependencies emerges later in development and is only resorted to when adjacent dependencies become comparably weak. This became the core building block of our computational models D2L (§ 3) and PLP (§ 5). In § 5, we showed that PLP accounts for the fact that more local phonological processes are easier for humans to learn than less local processes (Baer-Henney and van de Vijver, 2012). More strongly though, our models predicted that learner's do not track all dependencies and then attend to the relevant ones. Rather, they predicted that if adjacent dependencies allow for accurate prediction, then learners will effectively be blind to any dependencies beyond adjacency. We confirmed these predictions in our human-subject experiment in Chapter § 6, which contradicts the predictions made by most statistical and neural models.

These chapters also highlight the importance of the learning algorithm. Traditional approaches to phonological learning place the structures learned at the starting point of inquiry, and only move
towards how these structures are learned once a theory of the structures is developed. Such theories can characterize the difference between local and non-local generalizations, but do not give an explanation for why one is constructed over the other when each is equally descriptively adequate.

### 7.1.2 Change in Representation as the Consequence of Adjacency First

In Chapter § 3, we demonstrated how non-flat representations of words (tiers) are a natural consequence of a learning model grounded in humans proclivity for tracking adjacent dependencies. Our model D2L, learns phonological processes directly over the flat, input representation when no change of representation is needed, but changes representation when needed. This iterative change of representation when and only when needed unifies local and non-local learning because local alternations become a special case where no change of representation is needed. This become especially clear in § 4, when D2L accounted for both non-local vowel harmony and local voicing assimilation in Turkish.

A second implication of the iterative change of representation is that D2L accounts for crosslinguistic variation in what change of representation is needed, by demonstrating that blockers are included on the changed representation and neutral segments are removed.

### 7.1.3 Productivity and Lack Thereof

Combining the models from § 4 and § 3 provided a process by which a learner can go from morphologically-analyzed surface forms to productive knowledge of Turkish vowel harmony by the time that the learner's vocabulary reaches 1 K words. This accounted for the behavior of children, who extend vowel harmony productively to loan and nonce words at a young age (Altan, 2009), when their vocabularies likely contain less than a thousand words.

However, the same § 4 model gave a possible learning-based explanation for the apparent lack of productive knowledge of voicing alternations in Dutch noun paradigms. Our model suggests that children may lack this productive knowledge because they are able to form effective morphological generalizations without it. This provides a novel interpretation of this instance of a lack of productivity, and indicates the potential pitfalls of inferring general principles about the nature of phonological knowledge-e.g. that it is usage-based (Kerkhoff, 2007)—from results pertaining to a single morphophonological process.

### 7.1.4 The Typologically Rare

Chapter § 5 allows for a simple account of how processes that lack or operate in opposition to phonetic motivation can be learned. This was shown of the well-studied case of post-nasal voicing in

Tswana, which has been shown to be productive (Coetzee and Pretorius, 2010) despite operating against apparent phonetic motivation (Beguš, 2018). This result is consistent with prior experimental results showing that humans readily learn such processes (Seidl and Buckley 2005, Beguš 2018, ch. 6), even if they are typologically rare.

This result is further corroborated by our own experiment in Chapter $\S 6$, where participants readily learned phonological generalizations, despite the artificial language's morphophonological process lacking any apparent phonetic motivation. We discuss our view on the relationship between typology and our approach to phonology in § 7.3.4.

### 7.2 A Critical Comparison with Neural Networks

The artificial neural network (henceforth neural network) is usually traced to the neuron model of McCulloch and Pitts (1943), who studied how networks of logic gates could compute logical functions. This work influenced Von Neumann (1945)—indeed, modern computers still contain networks of logic gates-and it was McCulloch and Pitts who suggested that something like Turing (1937)'s formulation of computation could provide a computational theory of mind (Rescorla, 2020). Nevertheless, neural networks were taken up as the primary computational models of connectionism (McClelland et al., 1986, 1987), which is often viewed as a rival of Turing-style computation within the computational theory of mind (Rescorla, 2020). Beyond their role in cognitive science, neural network models have seen increasing success in natural language processing tasks.

We will briefly review (§ 7.2.1) some of the arguments against neural networks as models of the mind, ${ }^{1}$ and will then (§ 7.2.2) argue that the training procedure used for neural networks obscures the learning process in comparison to our algorithmic approach, which allows greater insight into the processes by which the mind might construct a phonological system. We will then turn to the issue of training data size (§ 7.2.3) and generalization beyond the training distribution (§ 7.2.4). We will argue that our results, in comparison to those of neural networks, are more consistent with crosslinguistic evidence relating vocabulary size to linguistic development, and are better aligned with human behavior on test data outside the training distribution. We will then briefly discuss aspect of interpretability (§ 7.2.5). Lastly, we will provide indicators of how our approach's emphasis on learning algorithms and success on small training sizes could contribute to the practical use of neural networks in speech-related technologies (§ 7.2.6).

[^46]
### 7.2.1 Neural Networks as Computational Theories of Mind

The classical computational theory of mind approached the study of mind by using the Turing (1937) model of computation as a theory of how the mind functions. The Turing model of computation makes an explicit distinction between data (memory)—stored on an "external" tape-and algorithm -the machine's finite table of instructions. Neural network models do not in general make such a distinction: information is carried forward in time through the network parameters, such that data and algorithm are blurred into a single network structure (Gallistel and King, 2011).

The neural network has become the primary model for the connectionist computational theory of mind. Some connectionists take neural networks to provide a fundamentally distinct model of the mind from that of the Turing model. This position is sometimes called eliminative connectionism (Pinker and Prince, 1988; Rescorla, 2020) because, under this view, if the mind is appropriately modeled as a neural network, then it eliminates the relevance of the Turing model in the study of mind. An alternative position is implementationist connectionism (Pinker and Prince, 1988; Rescorla, 2020), which views neural networks as implementing classic Turing-style computation. Under this view, both neural network computation and Turing computation are appropriate levels of modeling.

Several arguments have been leveled against connectionism, some leaving the door open to implementationist connectionism, and others rejecting connectionism outright. Gallistel and King (2011) argue that Turing computation is a better model of the mind than are neural networks. Much of their argument comes down to the distinction mentioned above: the Turing machine has an explicit structure for memory, separate from the program, while neural networks do not. Gallistel and King argue that even apparently simple forms of cognition, like insects navigating via dead reckoning, ${ }^{2}$ requires operating over memory in a way that is trivial in a Turing model of computation but implausible in a neural network model.

Furthermore, reconsidered research from the early 20th century (Gershman et al., 2021) together with research from the last few years (Johansson et al., 2014; Bédécarrats et al., 2018) strongly suggests that individual cells are capable of learning and retaining learned information, which implies that learning and memory cannot be solely attributed to networks of interconnected neurons.

In a famous critique of connectionism, Fodor and Pylyshyn (1988) argued that human language exhibits systematicity, which is a property in which the actuality of certain mental states entails the possibility of other mental states. The classic example is that if someone understands the sentence "John loves Mary," then this implies that they must also be able to understand the sentence "Mary loves John."3 Fodor and Pylyshyn demonstrate that systematicity is not a property of neural networks unless they implement the classic Turing style of computation.

[^47]While we find these arguments compelling and feel that they have yet to be satisfactorily addressed by connectionism, the use of neural networks as computational models of the mind persists (e.g., Joanisse and McClelland 2015). Regardless of the conclusion about whether neural networks are plausible as computational theories of the mind, we believe that our algorithmic approach to phonological learning is in many cases better-suited to understanding the processes by which the mind constructs phonological systems. We turn to this next.

### 7.2.2 Learning Algorithms and Developmental Predictions

We would like to suggest a distinction between a neural network as a computing device and the procedure used to train it. Some neural network architectures have been shown to be Turing Complete under certain conditions, including recurrent neural networks (Siegelmann and Sontag, 1992), Neural Turing Machines (Graves et al., 2014), and Neural GPUs (Kaiser and Sutskever, 2016). Moreover, properties like systematicity, discussed in the section above, are possible in neural networks if they implement Turing-style computation. However, these results pertain to the functions expressible with neural networks, and not the process by which such functions might be learned. Indeed, neural networks are usually trained via back propagation, which is not usually taken to be a hypothesis about the actual process of learning because it appears to be impossible in actual neural networks (Crick et al., 1986; Rescorla, 2020). Thus, even if neural networks are taken to be good models of linguistic knowledge-which is itself a controversial idea (see above)-they do not provide a hypothesis about the process by which that knowledge may be constructed. In short, neural networks are not learning algorithms.

To make this point concrete, consider the issue of developmental predictions. In a study that has featured prominently in cognitive science, Rumelhart and McClelland (1986) used a recurrent neural network, which, as we discussed above, are Turing Complete under some conditions, to model learning of the English past tense. The acquisition of the English past tense is well-known to follow a $U$-shaped trajectory, in which children initially produce the form of irregular verbs correctly (e.g., run $\sim$ ran ), but fall into a period of overregularization (e.g., run $\sim$ runned) before eventually returning to correct production of irregulars. The period of overregularization thus leads to a drop in the frequency of correct past-tense forms for irregular verbs, between two peaks; hence the U shape. This is interpreted as evidence of rule-like behavior, since the onset of overregularization marks the point of acquisition of a productive, regular past tense formation rule that children initially overextend to irregulars. Rumelhart and McClelland claimed that this characteristic U-shape curve emerges from the training of their neural network, but achieved this result by manipulating the order of training data so as to all but guarantee the result. If one runs the same experiment with a modern RNN and without so manipulating the order, as Kirov and Cotterell (2018) did, no U-
shape curve emerges. It was thus the order in which the data was presented-effectively a learning algorithm separate from the RNN—that led to the developmental prediction, not the RNN itself.

In contrast, our models make clear developmental predictions. For instance, our models clearly predict that learners will track adjacent dependencies before changing representation or expanding attention. This temporal ordering of events is critical to making predictions about development and, by that very fact, allowing for intelligibility into the developmental process. It is this iterative component of our learning algorithms that predicted that the participants in § 6 would show no sensitivity to non-adjacent dependencies given that adjacent dependencies were equally statistically robust.

Moreover, in § 5.4 we showed that PLP matched Berko (1958)'s developmental finding that children show productive knowledge of English voicing alternations before they do for alternations involving epenthesis. And in § 4, we showed how our model for learning underlying forms predicts some processes, like vowel harmony in Turkish, to be productive and others, like voicing alternations in Dutch, not to be. These developmental predictions are substantiated by experimental studies in Turkish (Altan, 2009) and Dutch (Zamuner et al., 2006, 2012).

The conceptual separation between how knowledge is represented (e.g. rules or neural networks) and the process by which it is constructed also opens the possibility of applying the learning from our work to improve neural network approaches to phonology, which we turn to in § 7.2.6.

### 7.2.3 Accuracy on Small Data

Cross-linguistic acquisition studies show that children have acquired much of their morphophonology by the time they are 3 years old (Lignos and Yang, 2016; Kodner, 2022). This is true for English (Brown, 1973), as well as languages with a greater degree of morphological inflection (Aksu-Koç and Slobin, 1985; Deen, 2005; Caprin and Guasti, 2009). At this young age, children have very small vocabularies. The size of children's vocabularies varies a fair amount child-to-child, but consistently falls within the range of a few hundred to a thousand words, regardless of the child's native language (Anglin, 1993; Fenson et al., 1994; Hart and Risley, 1995; Bornstein et al., 2004; Szagun et al., 2006).

Thus, any computational theory of child language acquisition must at a minimum achieve comparable results on a training set of comparable size. In every natural-language experiment in this dissertation, our proposed model achieved higher accuracy at every training size than the neural network comparison model(s). We summarize these results in Tab. 7.1. On training sizes of no greater than 1 K words, our proposed models achieves over 0.9 accuracy on every natural language experiment in the dissertation, while neural network comparison models never do.

Recently, some have taken interest in the potential of transformer-based language models trained

Table 7.1: Summary of neural network results in comparison to our proposed models.

| Dataset | Training Size | Our Model's Acc | NN Acc |
| :---: | :---: | :---: | :---: |
| Latin (Ch. § 3) | 97 | $0.965 \pm 0.03$ | $0.774 \pm 0.11$ |
| German (Ch. § 5) | 400 | $1.000 \pm 0.00$ | $0.543 \pm 0.04$ |
| Dutch (Ch. § 4) | 700 | $0.940 \pm 0.02$ | $0.878 \pm 0.26$ |
| Turkish (Ch. § 3) | 958 | $0.984 \pm 0.01$ | $0.725 \pm 0.18$ |
| Finnish (Ch. § 3) | 975 | $0.980 \pm 0.01$ | $0.816 \pm 0.03$ |
| Turkish (MorphoChallenge) (Ch. § 4) | 1000 | $0.917 \pm 0.05$ | $0.647 \pm 0.15$ |
| Turkish (CHILDES) (Ch. § 4) | 1000 | $0.924 \pm 0.09$ | $0.741 \pm 0.20$ |

on considerably smaller sizes than the behemoths like GPT (e.g., Hosseini et al. 2022). However, calls like the BabyLM Challenge chose 100M word tokens as the target size, because they estimated that this approximates the amount of exposure of a child prior to age 12 (Warstadt et al., 2023). The dataset contains around 1 M word types, consistent with Heap's law of type-token ratios discussed in § 2.2. In light of the empirical studies discussed above, this likely over-estimates the amount of input that a child needs to acquire morphophonology by 3-4 orders of magnitude (Kodner, 2022). Warstadt et al. also released a 10M word dataset, which contains over 200K word types, still overestimating the amount of input by 2-3 orders of magnitude. Thus, any success with models trained on these datasets does not contradict the comparatively low accuracy of neural models in this dissertation.

Beyond the importance of high accuracy on small training data for developmental plausibility, these results show promise for natural language processing (NLP) and automatic speech recognition (ASR) for a vast majority of the world's languages, where large datasets are unavailable. We discuss promising directions in § 7.2.6.

### 7.2.4 Non-Human-Like Generalization Beyond Training Distribution

In Chapter § 6, we compared the generalization behavior of computational models to that of humans in our artificial language experiment. The experiment was a poverty-of-stimulus paradigm, which means that there are multiple generalizations consistent with the training data, and also that the test data does not come from the training distribution. When we compared a transformer language model, we observed that the model could achieve perfect accuracy on in-training-distribution items, but behaved in strange ways on the out-of-training-distribution items. For instance, on 10 simulations, the model appeared to make its prediction in the 2-alternative forced-choice (2AFC) test based on the fourth segment in the word. No human participant showed evidence of generalizing in this way.

Neural networks have been shown to easily fit randomly-labeled data, which indicates that they are capable of memorizing the training dataset (Zhang et al., 2021) even those as large as ImageNet (Deng et al., 2009). Since neural networks nevertheless generalize from non-random labels, Zhang et al. concluded that their generalization cannot be attributed to traditional statistical concepts like regularization of an over-parameterized model. This result makes it difficult to interpret what it means for a neural network to generalize. We have found the spline theory of deep neural networks proposed by Balestriero and Baraniuk $(2018,2020)$ to be helpful. We repeat the quote from § 6.4 , which clearly states the idea: "a [deep network] constructs a set of signal-dependent, class-specific templates against which the signal is compared via a simple inner product." In our interpretation, the fact that a neural network model was able to achieve perfect accuracy on the training-like items for our experiment while behaving oddly on the novel test items may be because the model was able to construct class-specific templates that the train-like items were mapped to the same template as their related training counterparts, while novel items were mapped in peculiar ways. Regardless, the model's behavior suggests that neural networks are not systematic in the way that they generalize beyond the training distribution in artificial language experiments. The same can not be said of the human participants.

### 7.2.5 Interpretability

The direct output of our models are interpretable rules, readable by a linguist with no extra training. Interpretability is an active area of research in neural networks, but the techniques require a great deal of architecture-specific mathematical sophistication beyond what may be directly accessible to most linguists. For example, Hewitt and Manning (2019) propose probes to identify syntactic tree structure implicit in the vector geometry of language models, but the probes require knowledge of linear algebra, which is not part of the standard education of a linguist. In the domain of phonology, Beguš (2022) requires sophisticated manipulation of Generative Adversarial Network latent variables-a process described in Beguš (2020)—to identify rule-like constructs implicit in the model.

### 7.2.6 Potential Contributions to Sample-Efficient NLP and ASR

There are over 7,000 languages in the world (Eberhard et al., 2023), and many of these have no written form, and of those that do, only a handful have readily-available large datasets. Such languages are called low-resource languages. In order to provide language technologies for speakers of most of these languages, it is important to be able to generalize rapidly and accurately from small amounts of data that is as close as possible to spoken form. Automatic speech recognition for low-resource languages (i.e. languages for which large datasets are not available) is an active area
of research (Besacier et al., 2014; Reitmaier et al., 2022), as is language modeling over speech for languages and contexts lacking text (Lakhotia et al., 2021; Polyak et al., 2021; Kharitonov et al., 2022).

Our models operate over representations of spoken words as sequences of segments, which are in turn feature sets of distinctive features. However, in future work we will consider how these levels of representation are constructed from the auditory signal (see § 7.3.2). The fact that our models consistently achieve higher accuracy than neural models on datasets containing hundreds to thousands of words (see discussion above in § 7.2.3), indicates that our approach shows great promise for providing an alternative to neural-based approaches to NLP and ASL when large datasets are unavailable.

We will now discuss how the insights of our models could be used to inform the design of neural architectures and training procedures to make them more sample efficient.

### 7.2.6.1 Iteratively-Expanded Attention

While convolutional architectures are highly efficient in language modeling and seq-to-seq tasks (Gehring et al., 2017), their downside is that they can only capture dependencies within a fixed distance. In contrast, transformer architectures (Vaswani et al., 2017) are capable-at least in principle-of capturing arbitrarily-distant dependencies. In this dissertation, we have demonstrated the value of starting with adjacent dependencies and iteratively expanding outward only when needed (chapter §5). This suggests a possible extension to convolutional-based language modeling that could strike a balance between efficiency and expressivity.

Like, PLP, a convolutional layer has a parameter, usually called its kernel size, that determines the width of its attention. Unlike PLP, this value is fixed prior to training, either by a practitioner's decision or by hyperparameter tuning.

Moreover, if convolutional layers are stacked, information from longer distances is able to cascade through the layers. For instance, if first-layer hidden representation $h_{i}^{(1)}$ is dependent on input representations $\left\{x_{i-1}, x_{i}, x_{i+1}\right\}^{4}$ and second-layer hidden representation $h_{i}^{(2)}$ is dependent on $\left\{h_{i-1}^{(1)}, h_{i}^{(1)}, h_{i+1}^{(1)}\right\}$, then information about $x_{i-2}$ and $x_{i+2}$ indirectly contributes to $h_{i}^{(2)}$ via $h_{i-1}^{(1)}$ and $h_{i+1}^{(1)}$. Still, the distance that information can propagate is architecturally bounded. In short, convolutional neural networks have an architecturally-specified width of attention, which can be expanded by increasing a single layer's attention width or by stacking additional convolutional layers.

PLP suggests a novel training procedure for convolutional-based language models, in which a single-convolutional-layer model is trained to convergence and evaluated. If the model's quality fails to meet a satisfactory threshold according to a chosen evaluation metric, then an additional

[^48]convolutional layer could be concatenated and the model trained again to convergence. This process would repeat iteratively-possibly freezing the weights of previously trained layers-until the threshold is met. This is, in effect, a "neuralification" of PLP, where the interpretable linguistic rules are replaced with convolutional layers, and highlights the distinction we made in § 7.2.2 between the way in which linguistic knowledge is represented and the algorithm by which it is constructed.

### 7.2.6.2 Non-Local Dependencies

Because text is naturally represented as strings, language modeling has usually been framed in terms of string-based tasks like next-token or masked-token prediction. The expressive power of language models has been expanded in order to handle dependencies between tokens far away in a string. However, this expressiveness comes at the cost of requiring massive training data, computational resources, and power (Bender et al., 2021). A prevalent theme in linguistic theory is that most dependencies that appear to be long-distance may actually be local on some representation, usually some type of graph. Graphs have been used extensively in NLP (Nastase et al., 2015), and recently attention has been given to graph neural networks in particular (Wu et al., 2021). A significant advantage of this approach is that graphs can encode rich, explicit structure, such as dependency parses of sentences. However, this explicit graph structure is often not known in advance. This is the case with autosegmental graphs (tiers) because, as we discussed in Chapter § 3, the graph needed to render dependencies local depends on the alternation. Some works, including Liu et al. (2019); Reddy et al. (2019); Wu et al. (2021), have proposed methods for learning a graph structure while jointly learning over the resulting structure. These approaches use node embedding similarity to construct a thresholded adjacency-matrix. However, the critical component of D2L was its iterative creation of a deletion set, the complement of which constitutes the graph (tier). In § 5.5, we discussed why this leads it to match human behavior in the artificial language experiments (§ 3.4) and succeed at learning natural language alternations (§ 3.5) even when they contain complexities like blocking segments (§ 3.5.3).

The key insight of D2L is that non-locality is systematic. For example, while Turkish vowels harmonize across arbitrary numbers of intervening consonants, the intervening segments are always consonants. More generally, in D2L's tier-based generalizations, interacting segments cross arbitrary numbers of intervening segments, but the intervening segments can always be characterized as a single set-the deletion set. D2L provides a means of constructing a graph that captures these systematic non-localities by linking only segments that are adjacent after removal of the deletion set. The iterative deletion of segments in D2L could be used in tandem with a graph neural network that learns locally over the resulting graph representations of words in order to achieve greater sample efficiency when non-local dependencies are present.

### 7.3 Limitations and Future Directions

### 7.3.1 Putting Pieces Together

The models proposed in this dissertation are all related. The model from § 4 constructs, in response to surface alternation, abstract representations of morphemes. These introduce discrepancies between underlying forms and their concrete surface realization, which requires learning morphophonological processes to map between the levels of representation. The models D2L and PLP in chapters $\S 3$ and $\S 5$ provide an account of how these mappings are constructed.

Both PLP and D2L start by tracking adjacent dependencies. However, whereas D2L changes representation when adjacent dependencies are insufficient, PLP expands the width of its attention. Because attention is characterized as a window in PLP, the rules it constructs are input-strictly local (Chandlee, 2014), which means they predict the surface form of an underlying segment by referencing only segments within a fixed length of it. In contrast, D2L's rules involve a change of representation, and then apply locally over the learned representation. These rules are tier-strictly local, which means that they predict the surface form of an underlying segment by referencing only segments within a fixed length on the learned representation, but that representation is flexible enough that dependencies arbitrarily far away from the target segment in the input representation can be cast into a fixed distance of it on the new representation. Consequently, PLP can be thought of as a model for learning processes that are strictly-local over a representation, whether that be an input string representation or a tier representation. However, the order in which these two learning procedures interact needs to be investigated in future work. When adjacent dependencies are not sufficient for generalization, should the model first change representation or first expand the window of attention?

Secondly, the problem of morphological learning needs to be more closely connected to that of learning phonology. Recent work (Cotterell et al., 2015; Rasin et al., 2018; Ellis et al., 2022) has recognized the importance of studying these problems together, focusing jointly on the problems of learning underlying forms, morphological rules, and phonological rules (though with limited results on natural language problems). In our view, the approach we have taken, which breaks the overall learning process into smaller individual processes, allows for greater insight into the algorithms by which humans construct a morphophonological system. However, this cannot be done without a recognition of the fact that the individual problems are intricately connected, and a complete story must consider the problems together. Thus, it will be important for future work to begin to bring the components proposed in these chapters together into a unified learning system.

### 7.3.2 Lower Levels of Representation

Throughout this dissertation, we have treated the representation of words as made up of discrete phonological segments, which were in turn treated as sets of distinctive features. This is common in phonological theory (e.g., Jakobson and Halle 1956; Chomsky and Halle 1968) and there is strong psycholinguistic (Liberman et al., 1957, 1967; Finley and Badecker, 2009) and neurolinguistic (Chang et al., 2010; Mesgarani et al., 2014) evidence for some representation of this sort. However, how these representations are constructed from a continuous speech signal is not fully understood, and neither is the exact nature and content of segmental representations. If we get the representation of words wrong, we risk the possibility that conclusions drawn from models operating over them may no longer hold upon a correction of the representation. Nevertheless, the aforementioned research suggests that the use of discrete phonological segments made up of features is likely on the right track, even if not completely correct.

In future work, we plan to apply the algorithmic approach to phonology that we have argued for in this dissertation to the question of the nature of lower levels of representations, and how they are constructed. We will seek independent psychological mechanisms, such as sensitivity to particular acoustic features (Mesgarani et al., 2014), that can form the basis of a learning-based account of the units of words.

### 7.3.3 Variation

At this point, our models learn categorical rules. An important and challenging topic in phonology is variation. As Coetzee and Pater (2011) discuss, rule-based theories of phonology can handle variation by marking a rule optional, and then augmenting it with a probability (Labov, 1969; Vaux, 2008). This approach requires, at a minimum, a statement of the rule's structural description, just as it does for a categorical rule. Thus, while constructing a probabilistic rule requires strictly more information than a categorical one (at minimum, the rule's structural description and a probability) the statement of the rule's structural description is shared by categorical and probabilistic rules alike. Future work will thus consider how PLP and D2L can be extended to capture probabilistic information.

In the case of long-distance processes in particular, the variability of some processes is affected by the distance between between segments: the probability of harmony decreases with the distance between harmonizing segments, and blocking is sometimes probabilistic (Hayes and Londe, 2006; Hayes et al., 2009; Bennett, 2013). Mayer (2021) argued that distance decay and gradient blocking can be captured without reference to distance by extending tier-based representations to allow probabilistic projection onto the tier. In future work, D2L could be extended to allow for probabilistic projection, though we also believe that such a solution leaves upon the question of why such
projection may be probabilistic.

### 7.3.4 Typology

Because Optimality Theory (Prince and Smolensky, 1993) assumes that languages differ (phonologically) only in their ranking of a set of universal constraints, the theory makes explicit and quantitative typological predictions. As a result, the rise of OT tightened the connections between phonological theory as a theory of the human capacity for language and phonological theory as a predictor of typology.

Our proposed algorithmic approach to phonology does not make as clear typological predictions. We believe that OT remains a powerful tool for typology, but that a requirement that a theory of phonology must directly predict typology is not justified. When asking why languages have the structure that they do, there are multiple causal pathways to consider, beyond the consideration of what grammars are expressable and learnable by the human mind. The typologist's goal in explaining why observed languages have the structures that they do and not others is similar to the evolutionary biologist's goal in explaining why observed organisms have the structures that they do and not others. While some structures are attributable to predictable processes of evolution, others are the result of historical contingency, which Gould $(1989,1999,2002)$ characterizes as outcomes of history that are entirely and in principle unpredictable, but are nevertheless intelligible in retrospect. For example, the lack of five-eyed sea creatures roaming today's seas is probably because the five-eyed Opabinia was wiped out by an extinction event sometime in the Cambrian, which cut off evolutionary branches that may have later emerged from it. The reason is fully intelligible in hindsight, but not predictable. Similarly, the typological absence of a given property in languages could in some cases be the consequence of necessary lineages destroyed by geopolitical events, which we would not be reasonable to require be captured by linguistic theory, lest we require linguistics be a Theory of Everything.

This argument is consistent with that of Hale and Reiss (2008, sec. 1.2), who argue for a hierarchy of languages-Attested $\subset$ Attestable $\subset$ Humanly Computable $\subset$ Statable-in which it is the Humanly Computable languages that they take theories of Universal Grammar to be about. Thus, in Hale and Reiss's view also, linguistic theories need not map directly onto predictions about attested languages.

Nevertheless, while we reject an immediate mapping from linguistic theory to typological prediction, the two topics are not independent either. For example, McMullin (2016) clearly recognizes a distinction between learnable patterns and attested patterns in the first figure of his dissertation (p. 4), which places the attested languages as a subset of the learnable languages. McMullin then proceeds to provide a clear example of how consideration of the properties of the language learner
does make typological predictions. McMullin demonstrates that a learner restricted to searching tier-strictly-local generalizations cannot form a restriction that requires consonants to harmonize across exactly one intervening consonant, since doing so would require simultaneously including and excluding the set of consonants in the language from the tier-a logical contradiction. The hypothesis that learners are indeed restricted to this class of generalizations then makes the (correct) prediction that no such languages should exist, since they would be unlearnable by such a system.

As explicit and interpretable learning algorithms, our proposed models can make similar predictions. We have not formulated these predictions in the dissertation-in part because of our skepticism about the legitimacy of drawing inferences between typology and phonological theory-but could do so in future work.

### 7.3.5 Rule Interaction

In § 5.2.3.3, we discussed how PLP handles rule ordering. An important area for future research will be to investigate how our algorithmic approach to phonology informs the question of when rule ordering is necessary, especially since the use of the Tolerance Principle allows some degree of robustness to the interaction between rules. That future work may also require adapting the proposed procedure for rule ordering, if cases are identified that fall outside its current purview. Here we provide two interesting cases that exemplify the promise of this direction for future work.

### 7.3.5.1 Polish Opacity

We demonstrated in § 5.4.3.4 that PLP could handle a case of Counterbleeding opacity in Polish. Recall that Polish exhibits devoicing in final obstruents, which, as in German and Dutch, manifests in some paradigms like [klup] 'club' ~ [klubr] 'clubs' (Sanders, 2003). Some paradigms also exhibit an alternation between low [u] before word-final, underlyingly voiced, oral consonants, and [ 5 ] elsewhere, which is usually interpreted as $/ \partial /$ raising to $[u]^{5}$ (149; examples from Sanders 2003, ch. 2). Since alternating final obstruents are analyzed as underlyingly voiced, and the environment of raising involves underlying obstruents, the two processes-if productive-must be analyzed as in Counterbleeding order (149b) with raising preceding devoicing.
a. [dvur] 'mansion' ~ [dvori] 'mansions'
[bul] 'ache' ~ [bole] 'aches'
b. [bup] 'bean' ~ [bobi] 'beans'
[lut] 'ice' ~ [lodi] 'ices'

[^49]In a brief experimental study, Sanders (2003, sec. 2.3) found that participants did not extend the vowel raising alternation to nonce words in which both alternations would be expected to interact. This suggests that either the interaction between the processes is not productive (i.e. the interaction is synchronically transparent), or that the vowel raising alternation is not productive at all.

It may be the case that either (a) the processes interact rarely enough that the cases of interaction can be lexicalized or (b) the raising alternation may not be pervasive enough to necessitate the learner construct abstract underlying forms for the vowel. In future work, we will investigate both possible explanations in a similar fashion to our study of Dutch (§ 4.4), by using a realistic corpus of child-directed speech.

### 7.3.5.2 Samala Harmony and Dissimilation

Samala exhibits anticipatory sibilant harmony, exemplified in (150; data from McMullin 2016), in which sibilants agree in anteriority with any sibilant to the right.

/s-api-t $\underline{\mathrm{t}}^{\mathrm{h}} \mathrm{O}$-us/ $\rightarrow$ [sapits ${ }^{\mathrm{h}}$ olus] 'he has a stroke of good luck'


Samala also has a process by which /s/ dissimilates to [ [] to avoid *[st], *[sn], *[sl] structures (151), but harmony overrides this process if both are applicable (151b).
(151) a. /s-tepui/ $\rightarrow$ [ [tepui] 'he gambles'
/s-niP/ $\rightarrow$ [ $\int$ niP] 'his neck'
/s-lok'in/ $\rightarrow$ [ Jlok'in] 'he cuts it' $^{\prime}$
$/$ s-is-tì/ $\rightarrow$ [ $[\mathrm{jiftip}]$ 'he finds it'
b. /s-i저- ti $\underline{i} i-j e p-u s / \rightarrow$ [sistisijepus] 'they (dual) show him'
/s-net-us/ $\rightarrow$ [snetus] 'he does it to him'
As McMullin (2016); De Santo and Graf (2019) discuss, the composition of these processes is not tier strictly local, because predicting the surface form of an underlying / $\mathrm{s} /$ requires that $\{t, \mathrm{n}$, l\} be excluded from the tier to allow sibilants to be adjacent, while also requiring they be included on the tier to allow for the environment of dissimilation to be visible. Clearly, both requirements cannot be met simultaneously. This provides a proof by negative example that tier-strictly local generalizations are not closed under composition. De Santo and Graf propose an extension to tier strict locality in which the tier projection-originally a context-free function-can be extended to take into account a strictly local context on the input string. This increases the posited expressivity of phonology, which is required if one is interested in characterizing the computational properties
of grammars, but is not necessary if one is concerned with individual processes: McMullin (2016, p. 142) demonstrated that the two processes and their interaction can be captured by a constraint ranking of two tier strictly local constraints, and one could accomplish the same with tier strictly local rules by ordering the dissimilation rule before the harmony rule. In chapter § 5, we demonstrated how PLP could achieve some rule orderings and how it may need to be extended to capture more. Future work will investigate whether the model can learn this ordering of rules. If it is possible to learn the ordering, then the this would suggest that the additional computational complexity of the grammar resulting from their interaction is an emergent property, and provides an example of how our approach of directly studying the processes involved in constructing a phonological system complements work on formal-language-theoretic characterizations.

### 7.3.6 Tonal Phonology

This dissertation has focused on segmental phonology. Another important domain is tonal phonology. This is true not only because of coverage of phonological phenomena must include tonal phenomena, but also because tonal phonology plays a critical role in key theoretical issues. For instance, Hyman (2018)'s defense of underlying forms focused on tonal cases. This was no doubt in part to Hyman's area of expertise, but also demonstrates how tonal phenomena center prominently in debates about levels of abstractness. Furthermore, Jardine (2016a) has argued that tonal phonology contains processes, including tonal plateauing, that appear to require the ability to capture dependencies that are arbitrarily far away in both directions, in contrast to the non-local processes discussed in Chapter § 3, which involved distant dependencies in only one direction. Clearly then, turning the lens of our algorithmic approach toward tonal phonology has the potential to provide insight into important questions in our understanding of phonology.

### 7.3.7 Connections to Syntax

Search-and-Copy approaches to non-local phenomena in phonology (Nevins, 2010; Samuels, 2011; Andersson et al., 2020) recognize the similarity to syntactic Agree (Chomsky, 2001b, a). In both, a recipient searches for a valid donor to specify an unspecified feature value, and take their value from the closest valid donor (we refer readers to Nevins 2010 for extensive discussion). Formal-languagetheoretic work has also recognized the relationship between tier-based phonological generalizations and syntactic dependencies, and begun attempts to formalize the relationship (Graf and Shafiei, 2019; Graf and Santo, 2019; Shafiei, 2022).

The notion of closeness differs in syntax and phonology (e.g., c-command vs. string proximity), but this may be a reflection of the data structure over which dependencies are computed, rather than the dependency-inducing operation itself. In our view, the conspicuous similarities between the two
phenomena suggest that the same cognitive mechanism may be at play in both. This view remains somewhat conjectural and needs more investigation, but we view it as a promising line of inquiry, and adopted the terminology Agree and Disagree in chapter § 3 to emphasize this connection.

## APPENDIX A

## Chapter 4 Appendix

## A. 1 Theoretical Connections

## A.1. 1 Relationship to Search and Copy

A number of search-based accounts of vowel harmony have been proposed (Nevins, 2005; Frédéric and Reiss, 2007; Samuels, 2009a,b; Nevins, 2010; Andersson et al., 2020), in which underspecified vowels trigger a linear search for a valid donor from which to copy a feature value for any unspecified feature(s); the search skips invalid donors. Search-and-copy accounts do not provide an account of how the set of segments skipped during the search is learned, which D2L provides via the deletion set. In a tier-projection account, a tier representation is explicitly projected, which renders the relevant dependency adjacent. In contrast, search-and-copy operates over an input sequence, skipping the 'non-tier' elements but not projecting an explicit tier. Our reason for treating the tier as a projection is the experimental evidence that adjacency is cognitively prominent (see discussion in § 5.1).

## A.1.2 Relationship to Tier-Strict Locality

Since the rules described above (23) involve a tier-local left or right context, they relate to tierbased strictly local functions (Burness et al., 2021) and, because they apply iteratively, they relate specifically to the output-strictly local variant. In these functions, each output segment depends only on previous output segments within a fixed distance $k$. In our case $k=2 \mathrm{McMullin}$ and Hansson (2016), but this could be extended to $k>2$ by the same process as the strictly-local generalizations from § 5 .

## A. 2 LSTM Details

We use a Long Short-Term Memory (LSTM; Hochreiter and Schmidhuber 1997) as our RNN architecture because it is better-suited for capturing long-distance dependencies than the older models used in phonology (Hare, 1990; Rodd, 1997). We used a Pytorch (Paszke et al., 2019) implementation. Each input sequence is first run through an embedding layer with learned weights, which maps each segment to a real-valued vector representation (embedding) of dimension $d \in \mathbb{N}$. These embeddings are then run through a bidirectional LSTM, which yields a real-valued hidden representation of dimension $h \in \mathbb{N}$ for each embedding. By using a bidirectional LSTM (as opposed to a unidirectional LSTM), the model is capable of capturing dependencies to both the left and the right of an alternating segment, which is important for modeling either leftward- or rightward-spreading processes. Each hidden representation is then mapped to the output alphabet (i.e. the set of possible surface forms for the underlying, input segment) by a fully-connected layer, and a softmax converts the scores to a distribution over the output alphabet. We use a cross-entropy loss, which encourages-via backpropagating the error-the model to assign high probability ( $\approx 1$ ) to the correct surface form and low probability $(\approx 0)$ to all other possible surface forms. Since we wish to train the model only to predict the surface form of each underlyingly underspecified segments, the cross-entropy loss ignores the model's predictions for underlyingly specified segments. As noted in the text, this makes the problem strictly easier for the LSTM than requiring that it predict the entire surface sequence. We make this simplification because we think it makes for a more fair comparison to D2L, which also has access to the underlying forms, from which it can derive which segments are alternating.

We train the model on each dataset using the Adam optimizer (Kingma and Ba, 2015) and perform hyperparameter tuning with the Optuna Python package (Akiba et al., 2019). We used the Tree-structured Parzen Estimator (TPE) algorithm, which improves hyperparameter search compared to simpler methods like grid or random search. For hyperparameter tuning, we trained a model with each hyperparameter combination over an $80 \%$ sample of the training data, using the remaining $20 \%$ as validation data. We carried out the TPE algorithm for 30 iterations, which allows for 30 combinations of hyperparameters to be tested. After these 30 iterations, we used the hyperparameters with the smallest validation loss to train a final model on the entire training data. Hyperparameters were the embedding dimension $d \in\{16,32,64,128,256,512\}$, hidden dimension $h \in\{16,32,64,128,256,512\}$, learning rate in [0.0001, 0.1], and number of epochs in $\{1,2,3,4,5,6,7,8,9,10\}$.

## A. 3 Feature Specifications

Table A.1: Features for comparison to Finley (2011).

| SEG | cons | voice | son | nas | sib | lab | cor | ant | strid | back | round | hi | low |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a | - | + | + |  |  |  |  |  |  | - | - | - | + |
| b | + | + | - | - | - | + | - | - | - |  |  |  |  |
| d | + | + | - | - | - | - | + | + | - |  |  |  |  |
| e | - | + | + |  |  |  |  |  |  | - | - | - | - |
| g | + | + | - | - | - | - | - | - | - |  |  |  |  |
| i | - | + | + |  |  |  |  |  |  | - | - | + | - |
| k | + | - | - | - | - | - | - | - | - |  |  |  |  |
| m | + | + | + | + | - | + | - | - | - |  |  |  |  |
| n | + | + | + | + | - | - | + | + | - |  |  |  |  |
| o | - | + | + |  |  |  |  |  |  | + | + | - | - |
| p | + | - | - | - | - | + | - | - | - |  |  |  |  |
| s | + | - | - | - | + | - | + | + | + |  |  |  |  |
| t | + | - | - | - | - | - | + | + | - |  |  |  |  |
| u | - | + | + |  |  |  |  |  |  | + | + | + | - |
| $\int$ | + | - | - | - | + | - | + | - | + |  |  |  |  |

Table A.2: Features for comparison to McMullin and Hansson (2019).

| SEG | cons | voice | cont | son | nas | sib | lab | cor | ant | strid | lat | back | hi |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| b | + | + | - | - | - | - | + | - | - | - | - |  |  |
| d | + | + | - | - | - | - | - | + | + | - | - |  |  |
| e | - | + |  | + |  |  |  |  |  |  |  | - | - |
| 9 | + | + | - | - | - | - | - | - | - | - | - |  |  |
| i | - | + |  | + |  |  |  |  |  |  |  | - | + |
| k | + | - | - | - | - | - | - | - | - | - | - |  |  |
| l | + | + | - | + | - | - | - | + | + | - | + |  |  |
| m | + | + | - | + | + | - | + | - | - | - | - |  |  |
| n | + | + | - | + | + | - | - | + | + | - | - |  |  |
| o | - | + |  | + |  |  |  |  |  |  |  | + | - |
| p | + | - | - | - | - | - | + | - | - | - | - |  |  |
| t | + | - | - | - | - | - | - | + | + | - | - |  |  |
| u | - | + |  | + |  |  |  |  |  |  |  | + | + |
| I | + | + | - | + | - | - | - | - | - | - | - |  |  |

Table A.3: Features for Turkish.

| SEG | cons | voice | cont | son | nas | sib | lab | cor | ant | strid | lat | back | round | hi |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| b | + | + | - | - | - | - | + | - | - | - | - |  |  |  |
| d | + | + | - | - | - | - | - | + | + | - | - |  |  |  |
| e | - | + |  | + |  |  |  |  |  |  |  | - | - | - |
| f | + | - | + | - | - | - | + | - | - | - | - |  |  |  |
| 9 | + | + | - | - | - | - | - | - | - | - | - |  |  |  |
| h | + | - | + | - | - | - | - | - | - | - | - |  |  |  |
| i | - | + |  | + |  |  |  |  |  |  |  | - | - | + |
| j | + | + | - | + | - | - | - | - | - | - | - |  |  |  |
| k | + | - | - | - | - | - | - | - | - | - | - |  |  |  |
| 1 | + | + | - | + | - | - | - | + | + | - | + |  |  |  |
| m | + | + | - | + | + | - | + | - | - | - | - |  |  |  |
| n | + | + | - | + | + | - | - | + | + | - | - |  |  |  |
| o | - | + |  | + |  |  |  |  |  |  |  | + | + | - |
| p | + | - | - | - | - | - | + | - | - | - | - |  |  |  |
| r | + | + | - | + | - | - | - | + | - | - | - |  |  |  |
| S | + | - | + | - | - | + | - | + | + | + | - |  |  |  |
| t | + | - | - | - | - | - | - | + | + | - | - |  |  |  |
| u | - | + |  | + |  |  |  |  |  |  |  | + | + | + |
| v | + | + | + | - | - | - | + | - | - | - | - |  |  |  |
| w | + | + | - | + | - | - | + | - | - | - | - |  |  |  |
| y | - | + |  | + |  |  |  |  |  |  |  | - | + | + |
| z | + | + | + | - | - | + | - | + | + | + | - |  |  |  |
| $\emptyset$ | - | + |  | + |  |  |  |  |  |  |  | - | + | - |
| a | - | + |  | + |  |  |  |  |  |  |  | + | - | - |
| u | - | + |  | + |  |  |  |  |  |  |  | + | - | + |
| u | + | + | - | + | - | - | - | - | - | - | - |  |  |  |
| ¢ | + | - | + | - | - | + | - | + | - | + | - |  |  |  |
| 3 | + | + | + | - | - | + | - | + | - | + | - |  |  |  |
| d | + | + | - | - | - | - | - | + | - | + | - |  |  |  |
| \$ | + | - | - | - | - | - | - | + | - | + | - |  |  |  |

Table A.4: Features for Finnish.

| SEG | cons | voice | cont | son | nas | sib | lab | cor | ant | strid | lat | back | round | hi | low |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| b | + | + | - | - | - | - | + | - | - | - | - |  |  |  |  |
| d | + | + | - | - | - | - | - | + | + | - | - |  |  |  |  |
| e | - | + |  | + |  |  |  |  |  |  |  | - | - | - | - |
| f | + | - | + | - | - | - | + | - | - | - | - |  |  |  |  |
| 9 | + | + | - | - | - | - | - | - | - | - | - |  |  |  |  |
| h | + | - | + | - | - | - | - | - | - | - | - |  |  |  |  |
| i | - | + |  | + |  |  |  |  |  |  |  | - | - | + | - |
| j | + | + | - | + | - | - | - | - | - | - | - |  |  |  |  |
| k | + | - | - | - | - | - | - | - | - | - | - |  |  |  |  |
| 1 | + | + | - | + | - | - | - | + | + | - | + |  |  |  |  |
| m | + | + | - | + | + | - | + | - | - | - | - |  |  |  |  |
| n | + | + | - | + | + | - | - | + | + | - | - |  |  |  |  |
| o | - | + |  | + |  |  |  |  |  |  |  | + | + | - | - |
| p | + | - | - | - | - | - | + | - | - | - | - |  |  |  |  |
| r | + | + | - | + | - | - | - | + | - | - | - |  |  |  |  |
| s | + | - | + | - | - | + | - | + | + | + | - |  |  |  |  |
| t | + | - | - | - | - | - | - | + | + | - | - |  |  |  |  |
| u | - | + |  | + |  |  |  |  |  |  |  | + | + | + | - |
| v | + | + | + | - | - | - | + | - | - | - | - |  |  |  |  |
| w | + | + | - | + | - | - | + | - | - | - | - |  |  |  |  |
| y | - | + |  | + |  |  |  |  |  |  |  | - | + | + | - |
| z | + | + | + | - | - | + | - | + | + | + | - |  |  |  |  |
| æ | - | + |  | + |  |  |  |  |  |  |  | - | - | - | + |
| $\varnothing$ | - | + |  | + |  |  |  |  |  |  |  | - | + | - | - |
| a | - | $+$ |  | + |  |  |  |  |  |  |  | + | - | - | + |

Table A.5: Features for Latin. The consonant features are taken from Cser (2010).

| SEG | cons | cor | lab | voice | son | nas | con | lat | high | back | round | hi | low |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a | - |  |  | + | + |  |  |  |  | - | - | - | + |
| b | + | - | + | + | - | - | - | - | - |  |  |  |  |
| d | + | + | - | + | - | - | - | - | - |  |  |  |  |
| e | - |  |  | + | + |  |  |  |  | - | - | - | - |
| f | + | - | + | - | - | - | + | - | - |  |  |  |  |
| 9 | + | - | - | + | - | - | - | - | + |  |  |  |  |
| h | + | - | - | + | - | - | + | - | - |  |  |  |  |
| i | - |  |  | + | + |  |  |  |  | - | - | + | - |
| j | + | + | - | + | + | - | + | - | + |  |  |  |  |
| k | + | - | - | - | - | - | - | - | + |  |  |  |  |
| 1 | + | + | - | + | + | - | + | + | - |  |  |  |  |
| m | + | - | + | + | + | + | - | - | - |  |  |  |  |
| n | + | + | - | + | + | + | - | - | - |  |  |  |  |
| o | - |  |  | + | + |  |  |  |  | + | + | - | - |
| p | + | - | + | - | - | - | - | - | - |  |  |  |  |
| r | + | + | - | + | + | - | + | - | - |  |  |  |  |
| s | + | + | - | - | - | - | + | - | - |  |  |  |  |
| t | + | + | - | - | - | - | - | - | - |  |  |  |  |
| u | - |  |  | + | + |  |  |  |  | + | + | + | - |
| w | + | - | + | + | + | - | + | - | + |  |  |  |  |
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## Chapter 3 Appendix

## B. 1 PLP and Strict Locality

We discuss how PLP's generalizations can be characterized in the formal-language-theoretic terms of strict locality. We show that the sequences PLP learns are strictly-local definitions, and thus have the interpretation of banning substrings (Heinz, 2018, p. 28) (§ B.1.1). We then discuss how PLP's generalizations describe input-strictly local maps (§ B.1.2).

## B.1. Strict-Locality of Sequences

Stirctly local stringsets (McNaughton and Papert, 1971) are stringsets whose members 'are distinguished from non-members purely on the basis of their $k$-factors' (Rogers et al., 2013, p. 98). A $k$-factor of a string is a length- $k$ substring, and (p. 96) the set of $k$-factors over an alphabet $\Sigma$ is $F_{k}\left(\Sigma^{*}\right)=\left\{w \in \Sigma^{*}:|w| \leq k\right\}$. A Strictly $k$-Local Definition $\mathcal{G}$ is a subset of the $k$-factors over $\Sigma$, i.e., $\mathcal{G} \subseteq F_{k}\left(\Sigma^{*}\right) .^{1}$ A definition is a strictly-local definition if it is strictly $k$-local for some $k$. We wish to demonstrate that the sequences PLP learns, as defined in (94) and repeated in (152), are strictly-local definitions.

$$
\begin{equation*}
\mathcal{S} \triangleq \bigcup_{k=1}^{\infty}\left\{s_{1} s_{2} \ldots s_{k}: s_{i} \subset \Sigma\right\} \tag{152}
\end{equation*}
$$

Since $\bar{s} \in \mathcal{S}$ is a sequence of sets of segments $s_{i} \subset \Sigma$, we define the extension, $E_{\bar{s}}$, of $\bar{s}$ as the set of sequences of segments that match $\bar{s}$, as in (153), where $k=|\bar{s}|$.

$$
\begin{equation*}
E_{\bar{s}} \triangleq\left\{a_{1} a_{2} \ldots a_{k}: a_{i} \in s_{i} \forall i \in 1 \ldots k\right\} \tag{153}
\end{equation*}
$$

For example, the sequence of two adjacent sibilants (154a) has the extension (154b).

$$
\begin{equation*}
\text { a. } \bar{s}=[+\mathrm{sib}][+\mathrm{sib}] \tag{154}
\end{equation*}
$$

[^50]$$
\text { b. } E_{\bar{s}}=\left\{\mathrm{ss}, \mathrm{sz}, \mathrm{zs}, \int \mathrm{fz}, 3 \mathrm{~s}, \ldots\right\}
$$

Theorem 1 The instances $E_{\bar{S}}$ of any $\bar{s} \in \mathcal{S}$ form a Strictly Local definition over the alphabet $\Sigma$.
Proof. For any $a_{1} a_{2} \ldots a_{k} \in E_{\bar{s}}$, each $a_{i}$ is an element of $s_{i}$ (i.e., $a_{i} \in s_{i}$ ) by (153) and thus an element of $\Sigma$ (i.e., $a_{i} \in s_{i} \subset \Sigma$ ) by (152). Thus, every $a_{1} a_{2} \ldots a_{k} \in E_{\bar{s}}$ is a length- $k$ string from $\Sigma^{*}$. It follows that $E_{\bar{s}} \subseteq F_{k}\left(\Sigma^{*}\right)$ and that, for $k=|\bar{s}|, E_{\bar{s}}$ is a Strictly Local Definition.

## B.1.2 Strict-Locality of Generalizations

Chandlee (2014, p. 40) provides formal-language-theoretic and automata-theoretic definitions of Input Strictly Local string-to-string functions, which, for input and output alphabets $\Sigma$ and $\Gamma$, have the following interpretation:

Definition 1 ( $k$ ISL function - Informal) A function (map) $f: \Sigma^{*} \rightarrow \Gamma^{*}$ is Input Strictly Local (ISL) iff $\exists k \in \mathbb{N}$ such that each output symbol $o \in \Gamma$ is determined by a length- $k$ window around its corresponding input symbol. ${ }^{2}$

Each of PLP's generalizations is interpretable as a rule of the form (155) with a target context (cad) of finite length $|c a d|,{ }^{3}$ and under simultaneous application (cf. § 5.2.3.4).
(155) $\quad a \rightarrow b / c \_d$

Chandlee (2014, p. 41) provides an algorithm for constructing, from any such rule (i.e., with finite target context and under simultaneous application), a Finite State Transducer with the necessary and sufficient automata-theoretic properties of an ISL map. Consequently, if Chandlee's algorithm is a valid constructive proof, it follows that each generalization that PLP constructs describes an ISL map. When these are combined into a grammar, it is unknown whether the resulting grammar is also ISL because it is unknown whether ISL maps are closed under composition (Chandlee, 2014, p. 149).

## B. 2 Differences between PLP and MGL

PLP differs in several ways from the MGL model of Albright and Hayes (2002, 2003). Note that PLP is designed to learn phonology, while MGL was designed for producing English past-tense inflections from verb stems, though it can be extended to other settings.

[^51]
## B.2.1 Generalization Strategy

PLP and MGL use different generalization strategies. PLP generalizes as locally as possible and MGL generalizes as conservatively as possible. As discussed in § 5.1.1 and tested in § 5.4.2, we believe that PLP's generalization strategy is better-supported by studies of human learning.

## B.2.2 Number of Rules

Another difference between PLP and MGL is the number of rules they generate. For German syllable-final devoicing at a vocabulary size of 400 (§ 5.4.3), PLP learns a single rule (156).

$$
\begin{equation*}
\left.[+ \text { voi,--son }] \rightarrow[- \text { voi }] / \_\right]_{\sigma} \tag{156}
\end{equation*}
$$

In contrast, MGL learns 102 rules for where devoicing should take place and 4138 for where it should not. An example of the former is (157a) and the latter (157b) (both are presented with the extensions of the natural classes for clarity). Rules like (157b) are learned because not every word involves devoicing, and thus MGL needs such rules in order to produce those words (§ B.2.2.1).
a. $g \rightarrow \mathrm{k} /\{\mathrm{a}, \mathrm{e}, \mathrm{i}, \mathrm{o}, \mathrm{u}, \mathrm{y}, \varnothing, æ\lrcorner, ง,, \varepsilon, \mathrm{r}, \mathrm{v}\} \ldots]_{\sigma} \#$ $\vdots$
b. $\emptyset \rightarrow \emptyset /\{\mathrm{f}, \mathrm{k}, \mathrm{p}, \mathrm{t}, \mathrm{x}\}]_{\sigma} \#$

## B.2.2.1 Production

MGL may produce multiple candidate outputs for an input, because every rule that applies to the input generates a candidate output. The quality of a candidate output is 'the confidence of the best rule that derives it' (Albright and Hayes, 2002, sec. 3.2). We used the candidate with the highest confidence as MGL’s prediction. This differs from PLP's production (§ 5.2.3.4), which applies all rules (here just one) in order. This difference is not significant when learning a single phonological process, but it is not straight-forward to use MGL to learn multiple processes simultaneously. For instance, in § 5.4.4, for input /msckt-z/, MGL may have rule(s) for vowel nasalization that produce the candidate $*[$ ins $\varepsilon k t z]$ and rule(s) for pluralization that produce the candidate $*[\mathrm{~ms}$ (kts]. However, MGL does not provide a mechanism to apply both rules to produce the correct output [ĩnsekts].

## B.2.3 Natural Classes

MGL's natural class induction differs from PLP's in two ways. First, MGL does not form natural classes for every part of a rule. For example, the two rules in (158a) will combine to form a third
(158b) —and similarly for (158c) and (158d)—but the rules (158b) and (158d) will not combine to form (158e) because only contexts (not targets) are merged.
a. $\partial \rightarrow \tilde{\partial} / \_$n

ә $\rightarrow$ ã / __m
b. $\partial \rightarrow \tilde{\partial} / \_\{n, m\}$
c. $\Lambda \rightarrow \tilde{\Lambda} / \_n$
$\Lambda \rightarrow \tilde{\Lambda} / \_m$
d. $\Lambda \rightarrow \tilde{\Lambda} / \_\{n, m\}$
e. $\{\partial, \Lambda\} \rightarrow[+n a s] / \_\{n, m\} \quad$ (formed by PLP but not MGL)

Moreover, when rules are combined, the new rule and the original rules are all retained. In contrast, PLP will construct (158e), and only it will be present in the grammar (§ 5.2.3.1).

Second, when MGL creates natural classes for a set of segments, it retains all features shared by those segments, whereas PLP only retains those needed to keep the rule satisfactorily accurate. Thus, for (159a), MGL will construct (159b) while PLP will construct (159c).
a. $\partial \rightarrow \tilde{\partial} / \_\{n, m\}$
b. ə $\rightarrow \tilde{a} / \_$_ [+ant, +cons, +lab, +nas, +son, +voi, -back, -cg, -cont, -cor, -delrel, -hi, -lat, -lo, -long, -round, -sg, -syl, -velaric]
c. $\partial \rightarrow \tilde{\partial} / \ldots$ [+nas]

Consequently, PLP will correctly extend ə-nasalization when preceding ' $\eta$,' but MGL will need to wait for such an instance in the training data before constructing the full generalization.
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Table C．1： 100 Training Pairs．The Experimental Group is presented the pairs，the Control Group is presented with only the stems．
（bibu，bibuf），（bəbว，bəbəf），（bodə，bodəf），（bebo，bebof），（didu，diduf）
（didə，didəf），（dubo，dubof），（dudu，duduf），（dudə，dudəf），（dכdu，dəduf）
（dədっ，dədəf），（dعdə，dعdəf），（pibu，pibuf），（pidu，piduf），（podっ，pədəf）
（pedu，peduf），（pedっ，pedof），（tibo，tibəf），（tudっ，tudəf），（tっbu，tobuf）
（tobo，tobof），（todu，toduf），（tعbu，tعbuf），（tعbo，tعbəf），（tعdu，tعduf）
（bipi，bipif），（bipe，bipعf），（bupi，bupif），（bopi，bopif），（bepe，bepef）

（dute，dutef），（dopi，dכpif），（dete，detef），（pite，pitef），（poti，potif）


（bibdo，bibdəf），（bupdo，bupdəf），（butbu，butbuf），（bəpdu，bəpduf），（bətbo，bətbəf） （dudbu，dudbuf），（dutbu，dutbuf），（dכpdっ，dəpdəf），（dedbo，dعdbəf），（dعtbo，detbof） （pipdっ，pipdəf），（pudbu，pudbuf），（putbu，putbuf），（pכpdっ，pəpdəf），（pətbっ，potbəf） （tibdu，tibduf），（tibdo，tibdəf），（tidbo，tidbof），（tudbu，tudbuf），（tupdo，tupdəf）
 （bibtc，bibtcf），（bidp $\varepsilon$ ，bidp $\int$ ），（bubte，bubt $\varepsilon$ ），（bupti，buptif），（botp, botpc $)$

（dədpe，dədp $\varepsilon$ ），（dつtpi，dכtpif），（depti，d $\varepsilon$ ptif），（pidpi，pidpif），（pudpi，pudpif）



Table C.2: 52 Test Pairs-the same for the Experimental and Control Groups.
(bipo, bipof/bipəf), (dupu, dupuf/dupuf), (dutu, dutuf/dutuf), (dəpu, dəpuf/dəpuf)
 (tっtu, totuf/totuf), (tعpo, tعpof/tعpof), (bobi, bobif/bobif), (bode, bod $\varepsilon f / b \supset d \varepsilon f)$ (bed $\varepsilon, \operatorname{b\varepsilon d\varepsilon f/b\varepsilon d\varepsilon f),~(dud\varepsilon ,~dud\varepsilon f/dud\varepsilon \int ),~(pub\varepsilon ,~pub\varepsilon f/pub\varepsilon f),~(podi,~podif/podif)~}$ (pebe, pebcf/pcbe $\int$ ), (tidi, tidif/tidif), (tud $\varepsilon$, tud $\left.\varepsilon f / \mathrm{tud} \varepsilon \int\right)$, (tobi, tobif/tobif)
 (d\&pto, deptof/deptof), (podpu, podpuf/podpuf), (titpu, titpuf/titpuf), (tubtu, tubtuf/tubtuf) (tuptu, tuptuf/tuptuf), (tعdpu, tعdpuf/t $\varepsilon d p u f)$ ), (bipd $\varepsilon$, bipd $\varepsilon f / b i p d \varepsilon f)$ ), (budbi, budbif/budbif) (bepd $\left.\varepsilon, \operatorname{b\varepsilon pd\varepsilon f/b\varepsilon pd\varepsilon f),~(d\supset bdi,~d\supset bdif/d\supset bdif),~(d~} \varepsilon d b \varepsilon, ~ d \varepsilon d b \varepsilon f / d \varepsilon d b \varepsilon \int\right)$, (pipdi, pipdif/pipdif)

 (putc, putcf/putef), (petع, petef/petعf), (budbo, budbof/budbof), (ditbu, ditbuf/ditbuf) (petbu, petbuf/petbuf), (dعbti, d $\varepsilon b t i f / d \varepsilon b t i f), ~(t \supset t p \varepsilon, ~ t o t p \varepsilon f / t \supset t p \varepsilon f), ~(t \varepsilon p t i, ~ t \varepsilon p t i f / t \varepsilon p t i f) ~$
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[^0]:    ${ }^{1}$ We use the term rule here rather loosely to refer to any sort of generalization for mapping between underlying and surface forms, not as a commitment to rule-based formalisms over constraint-based formalisms. We might have said representations and generalizations, but that is rather a mouthful and misses an alliteration.

[^1]:    ${ }^{2}$ Our view of the history was influenced by the narratives in Goldsmith and Laks (2006) and Anderson (2021).

[^2]:    ${ }^{3}$ See § 2.3 for evidence.
    ${ }^{4}$ See § 2.2 for evidence.

[^3]:    ${ }^{5}$ See § 2.2 for a summary of the facts.

[^4]:    ${ }^{6}$ Here local means that the surface form of an underlying segment is predicted from segments within a fixed distance of it on the representation. See § 5.2.2.1 and § B.1.2 for more details.

[^5]:    ${ }^{1}$ It is conventional to treat this underlying form as we do here, with $/-z /$ devoiced into $[-\mathrm{s}]$ or separated by an epenthetic [ə]. However, we could also treat it as the even more abstract $/-\mathrm{Z} /$, whose surface realization as [-z], [-s], or [-əz] is underdetermined by the lexical representation.

[^6]:    ${ }^{2}$ Presumably this term is meant to elicit the mental imagery of a telescope sliding into itself, where each sound change in the chronological sequence forms one unit of the telescope. The metaphor has the added benefit of capturing the problem-solution relationship between the fact that the resulting, unmotivated process obscures its historical origins, and that telescopes are useful for bringing into view the difficult-to-see.

[^7]:    ${ }^{3}$ Higher-order transitional probabilities can be defined analogously.
    ${ }^{4}$ As is standard in linguistics, the symbol '*' denotes ungrammatical structures.

[^8]:    ${ }^{1}$ The surface restrictions implied by phonological processes; e.g., the vowel harmony process in Turkish implies a restriction against non-harmonized vowels on the surface.

[^9]:    ${ }^{2}$ SPE is a common acronym for the title of Chomsky and Halle (1968), The Sound Pattern of English.

[^10]:    ${ }^{3}$ Alternatively, if only alternating vowels are underspecified, [-high] vowels would be fully specified underlyingly and thus excluded automatically by the [?round] condition.

[^11]:    ${ }^{4}$ The default form of /S/ is [s]; we discuss how D2L discovers this in § 3.2.2.3.

[^12]:    ${ }^{5}$ For ease of exposition, we consider only natural classes describable with a single feature, but clearly the same process could apply over natural classes requiring more features to specify.

[^13]:    ${ }^{6}$ https://github.com/gouskova/inductive_projection_learner

[^14]:    ${ }^{7}$ We chose to report the human results in this way because Finley (2011) only reported these conclusions, not the actual mean rates of the harmonizing choice.

[^15]:    ${ }^{8}$ Had we treated the underlying suffixal sibilant as default $/ \mathrm{s} /$, when the generalization does not apply, D2L would always choose [-su]. While this would not lead to variance, it would still perform no better than chance, since no more than $50 \%$ of the test items take the [-su] suffix for the harmonizing choice. Thus, the treatment of the underlying sibilant is not consequential.

[^16]:    ${ }^{9}$ See chapter $\S 4.3$ for more discussion of Turkish and its exceptions.

[^17]:    ${ }^{10}$ In practice, we found that the exposure dataset was small enough (24 items) that Hayes and Wilson (2008) did not consistently pick up on these regularities.

[^18]:    ${ }^{1}$ See § 4.4.1 for a detailed discussion.
    ${ }^{2}$ See § 2.2 for a discussion of sparsity.

[^19]:    ${ }^{3}$ Code is available at https://github.com/cbelth/underlying-forms-SCiL
    ${ }^{4}$ If two forms are equally frequent, the choice of UR is arbitrary; we used lexicographic ordering to make the ordering complete.

[^20]:    ${ }^{5}$ By lexicalization, we mean that the word form is stored in the lexicon verbatim instead of being decomposed into the underlying morphemes. See Tab. 4.2 for an example.
    ${ }^{6}$ Note that the PL, GEN of 'branch' is lexicalized because the GEN affix is realized in a form other than [in], not because of the PL affix, which is why that form does not get counted as an exception in the Tolerance Principle calculation for the PL affix.
    ${ }^{7}$ See $\S 4.2 .6$ for a description of how the set of (UR, SR) pairs is computed.

[^21]:    ${ }^{8}$ One reviewer of our Belth (2023c) paper pointed out that such vowels can be called opaque. We chose to eschew the term in favor of describing the behavior of such vowels directly, to increase readability for the uninitiated, and to leave the term opaque for vowels in harmony systems in which they behave opaquely throughout the system.
    ${ }^{9}$ The term half harmonizing is from Nevins (2010), but one reviewer of our Belth (2023c) paper pointed out that, in principle, other fractions of vowels ( 1 of 3 ) could harmonize.

[^22]:    ${ }^{10}$ https://github.com/coltekin/TRmorph

[^23]:    ${ }^{11}$ This analysis is performed on a random, frequency-weighted $80 \%$ sample of the MorphoChallenge dataset.

[^24]:    ${ }^{12}$ The notation [*] denotes any segment.

[^25]:    ${ }^{13} \mathrm{https}: / / e n . w i k t i o n a r y . o r g / w i k i /$ saat\#Turkish

[^26]:    ${ }^{14}$ One that is, oddly, not often discussed in experimental investigations of the Dutch voicing alternation.

[^27]:    ${ }^{15} h t t p s: / / w w w . c i s . u n i-m u e n c h e n . d e / ~ s c h m i d / t o o l s / T r e e T a g g e r / ~$

[^28]:    ${ }^{16}$ The others are due to one stem that takes $[-\mathrm{s}]$ and one stem that has an irregular vowel change in the plural.

[^29]:    ${ }^{17}$ Zamuner et al. (2006)'s results were broken down by age, but no significant effect was found for age, so we aggregated the results into a single number for each type of noun by taking the weighted average of the two age groups' results.

[^30]:    ${ }^{1}$ See § 2.3 for more discussion of these results.
    ${ }^{2}$ See § 2.4 for more discussion of these results.

[^31]:    ${ }^{3}$ We note that passive, phonetic post-nasal voicing still occurs in some such languages (Hayes and Stivers, 2000); we are referring here to phonological voicing.

[^32]:    ${ }^{4}$ One reviewer of our Belth (2023a) paper pointed out that the concept of underlying forms faces skepticism, and that many phonologists have rejected the concept all together. We acknowledge that the view of learning described here is not uncontroversial. Hyman (2018) provides a discussion of the merits of underlying representations.

[^33]:    5https://github.com/cbelth/PLP

[^34]:    ${ }^{6}$ We allow these elements to also contain syllable/word-boundary information, which we implement following Chomsky and Halle (1968); Hayes and Wilson (2008) by introducing a [ $\pm$ segment] feature and corresponding -segment element in $\Sigma$ to mark boundaries.

[^35]:    ${ }^{7}$ Insertion in initial position is achieved with $i=0$.
    ${ }^{8}$ More generally, we can treat the first parameter as a vector of features and the second as a vector of $\pm$ values to capture multiple feature changes, but for simplicity we only describe the case of a single feature change.

[^36]:    ${ }^{9}$ It is generally believed that processes describeable with the types of rules that PLP constructs are input strictly local maps (Chandlee, 2014), but-to our knowledge-there does not exist a published proof of this fact. See § B. 1 for more.
    ${ }^{10}$ The loop also exits if the search runs out of context, in which case no sufficiently accurate generalization is possible.

[^37]:    ${ }^{11}$ The symbol ' $\#$ ' denotes a word boundary.

[^38]:    ${ }^{12} \mathrm{~A}$ topological sort of a directed graph is a linear ordering of its nodes such that every ordering requirement encoded in its edges is preserved (Cormen et al., 2009, p. 612).

[^39]:    ${ }^{14}$ Baer-Henney and van de Vijver (2012) used both high and low frequency settings, where the high frequency setting included a higher fraction of plural forms in the exposure set. Since we already treat the amount of exposure data available for learning phonology as a free variable, we followed the high-frequency setting for our experiment.

[^40]:    ${ }^{15}$ All other experiments involving MGL used Albright and Hayes (2002, 2003)'s implementation.

[^41]:    ${ }^{16}$ We provide MGL the frequency with which each vocabulary word has appeared, which it can make use of.

[^42]:    ${ }^{17}$ The examples from Sanders (2003) were too sparse to distinguish between [+voi]\#and [+cons,+voi,-nas]\#as the context for raising; a more realistic lexicon should drive PLP to the more nuanced context.

[^43]:    ${ }^{18} \mathrm{PLP}$ learns *[mb] rather than *NÇ because the training data only included [mb] instances; if more representative training data were available, PLP would induce natural classes, as in the previous experiments.

[^44]:    ${ }^{1}$ Here $a, b, c$, and $d$ are just stand-ins for some set of segments.

[^45]:    ${ }^{2}$ The choice of the affix's morphological purpose as marking plurals is clearly arbitrary.

[^46]:    ${ }^{1}$ See Rescorla (2020) for a more detailed discussion.

[^47]:    ${ }^{2}$ Also called path integration.
    ${ }^{3}$ Regardless of their attitudes towards these propositions.

[^48]:    ${ }^{4}$ As would be the case with a kernel size of 3 .

[^49]:    ${ }^{5}$ See Sanders (2003, sec. 2.1.2) for evidence that it is not lowering.

[^50]:    ${ }^{1}$ Rogers et al. (2013) add word-initial ' $\searrow$ ' and word-final ' $\ltimes$ ' markers to $\Sigma$. We assume the learner's segment inventory already contains symbols for syllable and word boundaries.

[^51]:    ${ }^{2}$ Length $k$ includes the corresponding input symbol.
    ${ }^{3}$ Under the realistic assumption that input strings are of finite length.

